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¿Qué produce todo estos problemas?

❖ Errores en el desarrollo del software 

❖ Fallas externas al software pero que son parte del sistema 

❖ Programación malintencionada
FALLAS

CHANTADAS

(y son mal atendidas)

ERRORES
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Errores famosos

Ariane 5: 
64 bits fp 

vs 16 bits int

Mars Climate 
Orbiter: 
Métrico vs Imperial

Pentium: 
FDIV

Therac-25: 
Condición de 
carrera

Heartbleed: 
Integridad/Confidencialidad

Northeast blackout 
en 2003: 

Condición de carrera



Más errores

911
911 blackout: 
MAX value 
reached

Nissan airbag: 
Sensado 
incorrecto

Nest Thermostat: 
Drenado de 

batería

Boeing 737 MAX 8: 
Sensado incorrecto

Tesla/Uber/Google 
self-driving car: 

aprendizaje con 
limitaciones??

Movypark: 
Exposición de 
datos personales



El problema de la corrección

Sistema ⊨ Propiedad



El problema de la corrección

Sistema ⊨ Propiedad

Describe lo que se espera 
del sistema 

(el criterio de corrección)

Usualmente una 
abstracción que describe su 

comportamiento



Model Checking

� ⇥ crit1 �� ⇥ crit2� :

A¬�

active proctype process_1() {
do
:: true ->

0: y1 = y2+1;
1: ((y2==0) || (y1<=y2));

in_critical++;
2: in_critical--;
3: y1 = 0;

od
}

active proctype process_2() {
do
:: true ->

0: y2 = y1+1;
1: ((y1==0) || (y2<y1));

in_critical++;
2: in_critical--;
3: y2 = 0;

od
}

int y1 = 0;
int y2 = 0;
short in_critical = 0;

M

(0, 1, 0, 2, 0)

(0, 0, 0, 0, 0)

(1, 0, 1, 0, 0) (0, 1, 0, 1, 0)

(1, 1, 1, 2, 0) (2, 0, 1, 0, 1) (0, 2, 0, 1, 1) (1, 1, 2, 1, 0)

(2, 1, 1, 2, 1) (0, 3, 0, 1, 0) (1, 2, 2, 1, 1)

(3, 1, 1, 2, 0) (1, 3, 2, 1, 0)

(3, 0, 1, 0, 0)

(1, 0, 2, 0, 0)

0-0

AM

¿M |= �?

¿AM ⇤ A¬� = � ?

El problema se 
reduce a análisis de 

grafos



Limitaciones del Model Checking

❖ Muchos algoritmos proponen (mejores) soluciones utilizando aleatoriedad. 

❖ Leader Election Protocol en IEEE 1394 “Firewire” 

❖ Binary Exponential Backoff en IEEE 802.3 “Ethernet”
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❖ Muchos algoritmos proponen (mejores) soluciones utilizando aleatoriedad. 

❖ Leader Election Protocol en IEEE 1394 “Firewire” 

❖ Binary Exponential Backoff en IEEE 802.3 “Ethernet”

❖ Muchas veces no se puede establecer corrección con una lógica bivaluada. Sin 
embargo la validez de la propiedad puede cuantificarse probabilísticamente. 

❖ Bounded Retransmission Protocol en Philips RC6 

❖ Binary Exponential Backoff en IEEE 802.3 “Ethernet”
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for
S

tochastic
T
im
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system
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form
alism
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is
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to

support
1)
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m

odular
description

of
reactive

system
s’ behavior

w
hile

covering
both

2)
functional and

3)
nonfunctional

system
aspects

such
as

tim
ing

and
quality-of-service

constraints
in

a
single

specification.
T
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language
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features
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sim
ple

and
structured

data
types, structuring
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echanism
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parallel com
position
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to
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of

assignm
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form
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A
bstract.

W
e

present
a

form
at for

the
specification

of
probabilistic

transition

system
s

that guarantees
that bisim

ulation
equivalence

is
a

congruence
for

any

operator defined
in

this form
at. In

this sense, the
form

at is som
ehow

com
parable

to
the

ntyft/ntyxt form
at in

a
non-probabilistic

setting. W
e

also
study

the
m

odular

construction
of probabilistic transition

system
s specifications and

prove that som
e

standard
conservative

extension
theorem

s
also

hold
in

our
setting. Finally, w

e

show
that the

trace
congruence

for im
age-finite

processes
induced

by
our form

at

is precisely
bisim

ulation
on

probabilistic
system

s.

1
Introduction

Plotkin’s approach
to

operational sem
antics [21] is the

standard
w

ay
to

give
sem

antics

to
specification

and
program

m
ing

language
in

term
s

of transition
system

s. It has
been

form
alized

w
ith

an
algebraic flavor as Transition

System
s Specifications (TSS) [8, 9, 12,

13, 20, etc.]. Basically, a
TSS

contains a
signature, a

set of actions or labels, and
a

set

of rules. The
signature

defines the
term

s in
the

language. The
set of actions represents

all possible
activities

that a
process

(i.e., a
term

over the
signature) can

perform
. The

rules define how
a process should

behave (i.e., perform
certain

activities) in
term

s of the

behavior of its subprocesses, that is, the
rules define

com
positionally

the
transition

sys-

tem
associated

to
each

term
of the

language. A
particular focus of these

form
alizations

w
as

to
provide

a
m

eta-theory
that ensures

a
diversity

of
sem

antic
properties

by
sim

-

ple
inspection

on
the

form
of the

rules. Thus, there
are

results on
congruences and

full

abstraction, conservative extension, security, etc. (see, e.g., [1, 2, 20] for overview
s).

In
this

paper w
e

focus
on

congruence
and

full abstraction. A
congruence

theorem

guarantees
that w

henever the
rules

of
a

TSS
are

in
a

particular form
at, then

a
desig-

nated
equivalence

relation
is

preserved
by

every
context in

the
signature

of such
TSS.

Thus, for instance, strong
bisim

ulation
equivalence [19] is a

congruence on
any

TSS
in

the
ntyft/ntyxt form

at [12]. Full abstraction
is

som
ew

hat a
dual result: an

equivalence

relation
is

fully
abstract w

ith
respect to

a
particular form

at if it is
the

largest relation

s.t. no
context definable

in
the

form
at can

exhibit different behavior w
hen

applied
to

tw
o

equivalent processes. For
exam

ple, strong
bisim

ilarity
is

fully
abstract w.r.t. the

ntyft/ntyxt form
at [12] but not w.r.t. the

tyft/tyxt form
at [13] or the

G
SO

S
form

at [8].

The introduction
of probabilistic process algebras [4, 14, 25, etc.] m

otivated
the need

for a
theory

of
structural operational sem

antics
to

define
probabilistic

transition
sys-

tem
s. A

few
results have appeared

in
this direction

[6, 7, 16, 17] and, to
our know

ledge,
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Probabilistic
transition

system
specifications

(PTSSs)
in

the
ntµf✓/ntµx✓

form
at provide

structural

operational sem
antics

for Segala-type
system

s
that exhibit both

probabilistic
and

nondeterm
inistic

behavior and guarantee that bisim
ilarity is a congruence for all operator defined in such form

at. Start-

ing
from

the
ntµf✓/ntµx✓, w

e
obtain

restricted
form

ats that guarantee
that three

coarser bisim
ulation

equivalences are
congruences. W

e
focus on

(i) Segala’s variant of bisim
ulation

that considers com
-

bined
transitions, w

hich
w

e call here convex bisim
ulation; (ii) the bisim

ulation
equivalence resulting

from
considering

Park
&

M
ilner’s bisim

ulation
on

the
usual stripped

probabilistic
transition

system

(translated
into

a labelled
transition

system
), w

hich
w

e call here probability obliterated
bisim

ulation;

and (iii) a probability abstracted
bisim

ulation, w
hich, like bisim

ulation, preserves the structure of the

distributions but instead, it ignores the probability values. In addition, w
e com

pare these bisim
ulation

equivalences and
provide a logic characterization

for each
of them

.

1
In

tr
o
d
u
c
tio

n

Structural operational sem
antics (SO

S
for short) [24] is a pow

erful tool to
provide sem

antics to
program

-

m
ing

languages.
In

SO
S, process behavior is described

using
transition

system
s and

the
behavior of a

com
posite

process is given
in

term
s of the

behavior of its com
ponents. SO

S
has been

form
alized

using

an
algebraic

fram
ework

as
Transition

System
s

Specifications
(TSS) [6, 7, 14, 15, 23, etc.].

Basically, a

TSS
contains a

signature, a
set of actions or labels, and

a
set of rules.

The
signature

defines the
term

s

in
the

language. The
set of actions represents all possible

activities that a
process (i.e., a

term
over the

signature) can
perform

.
The

rules define
how

a
process should

behave
(i.e., perform

certain
activities)

in
term

s of the
behavior of its subprocesses, that is, the

rules define
com

positionally
the

transition
sys-

tem
associated

to
each

term
of the

language. A
particular focus of these

form
alizations was to

provide

a
m

eta-theory
that ensures

a
diversity

of sem
antic

properties
by

sim
ple

inspection
on

the
form

of the

rules. (See [1, 2, 23] for overview
s.) O

ne of such
kind

of properties is to
ensure that a given

equivalence

relation
is a congruence for all operators w

hose sem
antics is defined

in
a TSS

w
hose rules com

plies to
a

particular form
at. These

so
called

congruence
theorem

s have
been

proved
for a

variety
of equivalences

in
the non-probabilistic case [6, 14, 15, etc.].
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A
bstract.

Probabilistic
transition

system
specifications

(PTSS)
provide

struc-

tural operational sem
antics

for reactive
probabilistic

labeled
transition

system
s.

B
isim

ulation
equivalences

and
bisim

ulation
m

etrics
are

fundam
ental notions

to

describe
behavioral relations

and
distances

of states, respectively. W
e

provide
a

m
ethod

to
generate

from
a

PTSS
a

sound
and

ground-com
plete

equational ax-

iom
atization

for strong
and

convex
bisim

ilarity. The
construction

is based
on

the

m
ethod

of A
ceto, B

loom
and

Vaandrager developed
for non-determ

inistic
transi-

tion
system

specifications. The
novelty

in
our approach

is to
em

ploy
m

any-sorted

algebras
to

axiom
atize

separately
non-determ

inistic
choice, probabilistic

choice

and
their interaction. Furtherm

ore, w
e

generalize
this

m
ethod

to
axiom

atize
the

strong
and

convex
m

etric
bisim

ulation
distance

of PTSS.

1
Introduction

Structural operational sem
antics (SO

S
for short) [20] is

a
pow

erful tool to
provide

se-

m
antics to

program
m

ing
languages. In

SO
S, process behavior is described

using
transi-

tion
system

s and
the

behavior of a
com

posite
process is given

in
term

s of the
behavior

of its
com

ponents. Based
on

this
technique, different m

eta-properties have
been

stud-

ied. They
state

general properties on
process operations by

only
inspecting

the
form

at

of
the

rules
that define

the
sem

antics
of

this
operator. A

m
ong

them
, congruence

and

other com
positionality

properties stand
out. (See

[19] for an
overview.)

H
ow

ever, there
are

properties that are
better understood

from
an

axiom
atic

point of

view, by
regarding

the
language

as a
signature

equipped
w

ith
an

equational theory
(see

e.g. [18,3]). This is a
different w

ay
to

understand
the

language
that brings new

insights

on
the behavior of its operators and

processes. G
eneral properties, such

as associativity,

distributivity, or
reduction

to
basic

operators, or
specific

ones, can
be

easily
derived

w
ith

equational reasoning, w
hich

is also
used

for the
verification

of system
s.

In
[1], A

ceto, Bloom
and

Vaandrager
link

these
tw

o
approaches

by
providing

an

algorithm
to

derive
an

equational theory
for any

language
w

hose
sem

antics
is

defined

in
term

s of SO
S

rules that m
eet the

G
SO

S
form

at [7]. This equational theory
is sound

and
ground-com

plete
for

bisim
ulation

equivalence
[18]. For

recent w
ork

in
the

area,

see
[2,11] and

references therein.
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s
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Congruence

Rule form
at

Full abstraction

This article focuses on the form
alization of the structured operational sem

antics approach 

for languages w
ith prim

itives that introduce probabilistic and non-determ
inistic behavior. 

W
e define a general theoretic fram

ew
ork and present the ntµ

fθ/ntµ
xθ

rule form
at that 

guarantees that bisim
ulation equivalence (in the probabilistic setting) is a congruence for 

any operator defined in this form
at. W

e show that the bisim
ulation is fully abstract w

.r.t. 

the ntµ
fθ/ntµ

xθ
form

at and (possibilistic) trace equivalence in the sense that bisim
ulation 

is the coarsest congruence included in trace equivalence for any operator definable w
ithin 

the ntµ
fθ/ntµ

xθ
form

at (in other w
ords, bisim

ulation is the sm
allest congruence relation 

guaranteed by the form
at). W

e also provide a conservative extension theorem and show 

that languages that include prim
itives for exponentially distributed tim

e behavior (such as 

IM
C and M

arkov autom
ata based language) fit naturally w

ithin our fram
ew

ork.


2016 Elsevier Inc. All rights

reserved.

1. Introduction

Structural operational sem
antics (SOS for short)

[1]
is a pow

erful tool to provide sem
antics to program

m
ing languages. 

In SOS, process behavior is described using transition system
s and the behavior of a com

posite process is given in term
s of 

the behavior of its com
ponents. SOS has been form

alized using an algebraic fram
ew

ork as Transition System
s Specifications 

(TSS)
[2–6, etc.]. Basically, a TSS contains a signature, a set of actions or labels, and a set of rules. The signature defines 

the term
s in the language. The set of actions represents all possible activities that a process (i.e., a term

 over the signature) 

can perform
. The rules define how a process should behave (i.e., perform

 certain activities) in term
s of the behavior of 

its subprocesses, that is, the rules define com
positionally the transition system

 associated to each term
 of the language. 

A particular focus of these form
alizations w

as to provide a m
eta-theory that ensures a diversity of sem

antic properties 

by sim
ple inspection on the form

 of the rules. Thus, there are results on congruences and full abstraction, conservative 

extension, security, etc. (See
[7,6,8]

for overview
s and references therein.)

In this article w
e focus on congruence and full abstraction. A congruence theorem

 guarantees that w
henever the rules 

of a TSS are in a particular form
at, then a designated equivalence relation is preserved by every context in the signature of 

such TSS. Thus, for instance, strong bisim
ulation equivalence

[9]
is a congruence on any TSS in the ntyft/ntyxt

form
at

[4]. 

Full abstraction is a som
ew

hat dual result. An equivalence relation is fully abstract w
ith respect to a language and a given 

equivalence relation ≡
if it is the largest relation included in ≡

that is a congruence for all operators in the language
[10]. 

*
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Keywords:
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Interleaving

Markov decision processes

Partial observation

Probabilistic model checking computes the probability values of a given property quanti-

fying over all possible schedulers. It turns out that maximum and minimum probabilities

calculated in such a way are over-estimations on models of distributed systems in which

components are loosely coupled and share little
information with each other (and hence

arbitrary schedulers may result too powerful). Therefore, we introduced definitions that

characterise which are the schedulers that properly capture the idea of distributed be-

haviour in probabilistic and nondeterministic systems modelled as a set of interacting

components.

In this paper, we provide an overview of the work we have done in the last years which

includes: (1) the definitions of distributed and strongly distributed schedulers, providing

motivation and intuition; (2) expressiveness results, comparing them to restricted versions

such as deterministic variants or finite-memory variants; (3) undecidability results—in

particular the model checking problem is not decidable in general when restricting to

distributed schedulers; (4) a counterexample-guided refinement technique that, using stan-

dard probabilistic model checking, allows to increase precision in the actual bounds in the

distributed setting; and (5) a revision of the partial order reduction technique for proba-

bilistic model checking. We conclude the paper with an extensive review of related work

dealing with similar approaches to ours.  2013 Elsevier B.V. All rights reserved.

1. Introduction

Markov decision processes (MDPs) are widely used in diverse fields ranging from ecology to computer science. They

are useful to model and analyse systems in which both probabilistic and nondeterministic choices interact. MDPs can be

automatically analysed using quantitative model checkers such as PRISM [24] or LiQuor [10].

Since MDPs contain nondeterministic choices (in addition to probabilistic steps), the model checking problem is to find

out the largest or smallest probability of reaching a goal under any possible resolution of the nondeterministic choices,

a concrete instance being “the probability of arrival of a package is at least 0.95 no matter how the package is routed”. The

resolution of such nondeterminism is given by the so-called schedulers (called also adversaries or policies—see e.g. [4,28])

which choose an enabled transition after each finite execution path of the system.
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Abstrac
t. This paper presen

ts a novel
technique for counterex

ample

generatio
n in probabilistic

model checking of Markov
chains and Markov

Decisio
n Processe

s. (Finite) paths in counterex
amples are grouped to-

gether in witnesses
that are likely

to provide similar debugging infor-

mation
to the user. We list five properties

that witnesses
should satisf

y

in order to be useful as debugging aid: similarit
y, accuracy,

origin
ality,

significance, and finiteness. Our witnesses
contain paths that behave sim-

ilarly
outside stron

gly connected
components.

Then, we show how to compute these witnesses
by reducing the prob-

lem of generatin
g counterex

amples for general
properties

over
Markov

Decisio
n Processe

s, in sever
al steps, to the easy

problem of generatin
g

counterex
amples for reach

ability
properties

over
acyclic Markov

chains.

1 Introduction

Model checking is an automated technique that, given
a finite-sta

te model of a

system and a property stated
in an appropriate logica

l formalism, systematicall
y

checks the validity of this property. Model checking is a general approach
and is

applied in areas
like hardware verification

and software engineering.

Nowadays, the interact
ion geometry of distributed systems and network pro-

tocols calls for probabilistic,
or more generally,

quantitativ
e estimates of, e.g.,

perform
ance and cost measures. R

andomized algorit
hms are increasin

gly utilized

to achieve high perform
ance at the cost of obtaining correc

t answers only with

high probability. For all this, there is a wide range of models and applicatio
ns in

computer science requiring quantitativ
e analysis. Probabilistic

model checking

allows to check whether or not a probabilistic
property is satisfi

ed in a given

model, e.g., “Is every
message

sent successfu
lly receiv

ed with probability greate
r

or equal than 0.99?”
.

A major strength of model checking is the possibility of generatin
g diag-

nostic
information

in case the property is violated
. This diagnostic

informa-

tion is provided through a counterexa
mple showing an execution of the model
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Un sistema es resiliente si …

… tiene la habilidad de proveer y mantener un nivel 

de servicio aceptable aún bajo la presencia de fallas y 

otros inconvenientes que puedan surgir y presentar un 

desafío al funcionamiento normal del sistema.
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Eventos

Los eventos pueden cuantificarse probabilísticamente 

Ejemplos: 

❖ Probabilidad de pérdida de un mensaje 

❖ Tiempo esperado de vida de una fuente de alimentación 

❖ Tiempo esperado de reparación del disco rígido 

❖ Tiempo esperado de transmisión tierra-satélite 

❖ Probabilidad de alteración de un bit bajo radiación 

❖ Tiempo esperado de refrescado de memoria
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Ya lo vimos

es decir, 

de muy baja proba
bilidadEn particular nos interesa la simulación de eventos raros
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is that each group of n dependent events is replaced by
2n � 1 independent events, which results in a combinatorial
explosion if many events depend on each other.

For models with particularly complex interdependencies,
Bouissou [163,164] offers a formalism called Boolean logic
Driven Markov Processes (BDMP) as an extension to fault trees.
In this formalism, events are described by Markov Processes
with designated failure states. Then, events in the FT can
cause these events to switch to different processes, for
example to increase the failure rate if another component
fails.

In addition to analyzing the resulting Markov Chains to
obtain reliability and availability, it is possible to extract cut
sequences from a BDMP [165], and to construct a Finite State
Automaton with equivalent behavior to the BDMP [166].

Besides Markov Processes, Bouissou [167] also describes
the option to replace BEs with Petri Nets, although no method
is described for switching these due to external events. This
method can improve the modeling of DFT spare gates with
shared spare components.

4.3. Repairable Fault Trees

To analyze the reliability of a system over a long period of
time, it is often useful to include the possibility of repairing or
replacing failed components during this time. These repairs
may extend the time before a system failure occurs, such as
when a failed redundant part is replaced, or they may return
a failed system to normal operation.

Sometimes the simple repair rate model presented in
Section 2.4.1 is not sufficient. Bobbio et al. [97] introduced
Repair Boxes which can be connected to a gate, and begins
repairs on the BEs of the subtree of that gate only when the
gate fails. Raiteri et al. [34] extended these repair boxes to
allow different repair policies to be used in the model. The
resulting tree is called a Repairable Fault Tree (RFT). Fig. 19
shows an example of an RFT.

In this formalism, each BE e has a failure rate FR(e),
which is the parameter of an exponential distribution that
determines the time until the component fails.

Each RB is connected to one or more BE to repair, and one
incoming BE or gate. When the incoming event occurs, the
repair box is activated and begins repairs on the outgoing
components according to the repair policy. Every component
also has a repair rate that is the parameter of another
exponential distribution modeling the time to repair the
component.

Repair policies can be very simple, even equivalent to the
simple repair rates model, or more complex, for example
restricting the number of components that can be repaired
simultaneously.

The major advantage of this approach is that it allows
modeling of more realistic systems, and analysis of what
repair strategies are best. A disadvantage is these trees cannot
be quantitatively analyzed using combinatorial methods.

Flammini et al. [168] added the possibility of giving priority
to the repair of certain components, based on the repair
rate, failure rate, or level of redundancy of the components.
Other priority schemes can also be implemented within this
system.

Fig. 19 – Example of an RFT, repairs on the shared
components are only initiated when the entire system fails.
CPUs 1 and 2 are repaired when their respective compute
node fails.

A different extension is provided by Beccuti et al. [169,170],
which adds nondeterminism to the repair policies. This mod-
els cases where, for example, a mechanic individually decides
which component to repair first. Conversion to Markov Deci-
sion Process allows optimal policies to be automatically de-
rived from the FT when costs of unavailability, failures, and
repairs are provided. A parametric version [171] of the for-
malism allows for more efficient modeling and analysis if the
FT contains subtrees that differ only in the parameters of the
BEs.

Leaving repair policies nondeterministic also allows the
computation of an optimal repair policy, by associating costs
with unavailability, failures and repairs. Becutti et al. [170]
show that such an optimal policy can be computed by
converting the FT into a Markov Decision Process.

Analysis. RFTs can be analyzed to obtain the same measures
that apply to classic FTs with repair rates.

Traditional qualitative analysis of an RFT is generally less
useful, since such an analysis would ignore the repairability
aspect.

Quantitative analysis is more useful, but also more
difficult: Combinatorial methods are no longer sufficient, as
the evolution of the system over time has to be considered.

For systems where each component can be individually
and simultaneously repaired at a constant rate, Balakrishnan
and Trivedi [172] proposed to convert the model into a
Markov Chain, although this method uses an approximation
to reduce computational requirements.

Another approximation is provided by Dutuit and
Rauzy [173], although this approximation can also only be

A compositional semantics for RFTs with general distributions R. Monti, C.E. Budde, P.R. D’Argenio

Definition 7. Given an RFT T = (V,E), we extend Definition 5 with the following cases:

[[v]] =

8
>>>>>>>>>><

>>>>>>>>>>:

· · ·
[[l(v)]](flv,upv, f v,uv, rv, ev,dv, rq(si(v)[0],v),asg(v,si(v)[0]),

rel(si(v)[0],v),acc(si(v)[0],v), rj(v,si(v)[0]), .., rj(v,si(v)[n�1]))

if l(v) = (sbe, n, µ, ⌫, �)

[[l(v)]](f v,uv, fli(v)[0],upi(v)[0], fli(v)[1],upi(v)[1], rq(v,i(v)[1]),asg(i(v)[1],v),

acc(v,i(v)[1]), rj(i(v)[1],v), rel(v,i(v)[1]), ..., rel(v,i(v)[n�1]))

if l(v) = (sg, n)

Notice that in the case of the SBE and SG, several signals are indexed by a pair of elements.
This pair indicates which gate performs the action and which one listens for synchronisation.
As an example, asg(v,si(v)[0]) indicates that the multiplexer that manages v, assigns its spare
basic element to its first connected spare gate (si(v)[0]).

Unfortunately, we have not yet been able to find a general, easy or direct way to prove
that this extension is indeed weakly deterministic, as we could do with the RFT without
spares. This is due in part to the complexity of the IOSA modules, intended to avoid the
aforementioned non-deterministic situations. While the spare basic element module can be
easily proved to be confluent, this is not the case for the modules of the multiplexer and the
spare gate. When analyzing these modules in isolation we find that some transitions are not
confluent and Theorem 1 could not be used directly. However, by partially composing spare
gates with multiplexers, we were able to check that conditions of Theorem 1 are not met:
we automatically performed this check in several configurations, showing that they are indeed
confluent.1 As parallel composition preserves confluence, they can be inserted in other RFT
contexts yielding weakly deterministic IOSAs.

8 Implementation and applications

The semantics of RFTs provided above is the backbone of the Fault Tree Analysis tool chain
implemented in [14], where it was used to analyse unreliability and unavailability of highly
resilient systems.

1 toplevel "G1";

2 "G1" and "G2" "B";

3 "G2" wsp "A" "S1" "S2";

4 "B" EXT_failPDF=rayleigh(6.0e-2) EXT_repairPDF=uniform(8,24);

5 "A" lambda=1.11e-3 EXT_repairPDF=normal(6,1);

6 "S1" lambda=0.2 EXT_dormPDF=erlang(9,0.3) EXT_repairPDF=normal(6,1);

7 "S2" lambda=0.2 EXT_dormPDF=erlang(9,0.3) EXT_repairPDF=normal(6,1);

8 "RB" repairbox_priority "B" "S2" "S1" "A";

(a) Extended Galileo textual format (b) RFT described in Fig. 9a

Figure 9: Galileo description of RFTs for the tool chain from [14]

More in detail, the statistical model checker FIG2 [13] runs simulations on IOSA models, to
estimate the probability with which the model satisfies PCTL- and CSL-like property queries.

1
Interested readers are referred to https://git.cs.famaf.unc.edu.ar/raulmonti/DeterminismScriptsRFT,

where we offer a series of Python scripts that verify these configurations.
2FIG is open source software and is freely available in https://git.snt.utwente.nl/buddece/fig.
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is that each group of n dependent events is replaced by
2n � 1 independent events, which results in a combinatorial
explosion if many events depend on each other.

For models with particularly complex interdependencies,
Bouissou [163,164] offers a formalism called Boolean logic
Driven Markov Processes (BDMP) as an extension to fault trees.
In this formalism, events are described by Markov Processes
with designated failure states. Then, events in the FT can
cause these events to switch to different processes, for
example to increase the failure rate if another component
fails.

In addition to analyzing the resulting Markov Chains to
obtain reliability and availability, it is possible to extract cut
sequences from a BDMP [165], and to construct a Finite State
Automaton with equivalent behavior to the BDMP [166].

Besides Markov Processes, Bouissou [167] also describes
the option to replace BEs with Petri Nets, although no method
is described for switching these due to external events. This
method can improve the modeling of DFT spare gates with
shared spare components.

4.3. Repairable Fault Trees

To analyze the reliability of a system over a long period of
time, it is often useful to include the possibility of repairing or
replacing failed components during this time. These repairs
may extend the time before a system failure occurs, such as
when a failed redundant part is replaced, or they may return
a failed system to normal operation.

Sometimes the simple repair rate model presented in
Section 2.4.1 is not sufficient. Bobbio et al. [97] introduced
Repair Boxes which can be connected to a gate, and begins
repairs on the BEs of the subtree of that gate only when the
gate fails. Raiteri et al. [34] extended these repair boxes to
allow different repair policies to be used in the model. The
resulting tree is called a Repairable Fault Tree (RFT). Fig. 19
shows an example of an RFT.

In this formalism, each BE e has a failure rate FR(e),
which is the parameter of an exponential distribution that
determines the time until the component fails.

Each RB is connected to one or more BE to repair, and one
incoming BE or gate. When the incoming event occurs, the
repair box is activated and begins repairs on the outgoing
components according to the repair policy. Every component
also has a repair rate that is the parameter of another
exponential distribution modeling the time to repair the
component.

Repair policies can be very simple, even equivalent to the
simple repair rates model, or more complex, for example
restricting the number of components that can be repaired
simultaneously.

The major advantage of this approach is that it allows
modeling of more realistic systems, and analysis of what
repair strategies are best. A disadvantage is these trees cannot
be quantitatively analyzed using combinatorial methods.

Flammini et al. [168] added the possibility of giving priority
to the repair of certain components, based on the repair
rate, failure rate, or level of redundancy of the components.
Other priority schemes can also be implemented within this
system.

Fig. 19 – Example of an RFT, repairs on the shared
components are only initiated when the entire system fails.
CPUs 1 and 2 are repaired when their respective compute
node fails.

A different extension is provided by Beccuti et al. [169,170],
which adds nondeterminism to the repair policies. This mod-
els cases where, for example, a mechanic individually decides
which component to repair first. Conversion to Markov Deci-
sion Process allows optimal policies to be automatically de-
rived from the FT when costs of unavailability, failures, and
repairs are provided. A parametric version [171] of the for-
malism allows for more efficient modeling and analysis if the
FT contains subtrees that differ only in the parameters of the
BEs.

Leaving repair policies nondeterministic also allows the
computation of an optimal repair policy, by associating costs
with unavailability, failures and repairs. Becutti et al. [170]
show that such an optimal policy can be computed by
converting the FT into a Markov Decision Process.

Analysis. RFTs can be analyzed to obtain the same measures
that apply to classic FTs with repair rates.

Traditional qualitative analysis of an RFT is generally less
useful, since such an analysis would ignore the repairability
aspect.

Quantitative analysis is more useful, but also more
difficult: Combinatorial methods are no longer sufficient, as
the evolution of the system over time has to be considered.

For systems where each component can be individually
and simultaneously repaired at a constant rate, Balakrishnan
and Trivedi [172] proposed to convert the model into a
Markov Chain, although this method uses an approximation
to reduce computational requirements.

Another approximation is provided by Dutuit and
Rauzy [173], although this approximation can also only be
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• FDEP and RBOX outputs are dummy: if (v, w) 2 E then t(v) /2 {fdep, rbox}.

• An output can not be more than once the input of a same gate. That is, for all 0  j, k 
|i(w)|� 1 with i(w)[j] = i(w)[k], we have j = k.

• The inputs of a repair box can only be basic elements: if (v, w) 2 E and t(w) = rbox then

either t(v) = be or t(v) = sbe.

• Each (spare) basic element can be connected to a single RBOX: if (v, w) 2 E and (v, w0) 2
E and t(w) = t(w0) = rbox, then w = w

0
.

• The spare inputs of a spare gate can only be spare basic elements, while its main input can

only be a basic element: if t(v) = sg then t(i(v)[0]) = be and for j > 0, t(i(v)[j]) = sbe.

• A spare basic element can only be connected to a spare gate or an RBOX: if (v, w) 2 E

and t(v) = sbe then t(w) 2 {sg, rbox}.

• A spare basic element is an input of a spare gate, if and only if that spare gate is spare input

of the spare basic element: for v and v
0
such that l(v0) = (sbe, 0, µ, ⌫, �) and l(v) = (sg, n),

(v0, v) 2 E if and only if there exists j such that v = si(v0)[j].

• A basic element can be connected to at most one spare gate: if (v, w) 2 E and (v, w0) 2 E

with t(w) = t(w0) = sg and t(v) = be then w = w
0
.

• If a (spare)basic element is connected to a spare gate then it can not be connected to a

FDEP gate: if (v, w) 2 E and t(v) 2 {be, sbe} and t(w) = sg, then there is no (v, w0) 2 E

such that t(w0) = fdep.

In the following, we present a parametric semantics for RFT elements. This will be used
later to obtain the semantics for each vertex in a given RFT, and the consequent semantics of
the full model as a parallel composition of its components. In this section, we only give the
semantics for BEs, AND gates, OR gates, PAND gates, and RBOX. Note that FDEP can be
replaced by OR gates. Similarly, voting gates can be modeled by a series of AND and OR
gates, although a simpler model can be found in an extended version of this work [31]. In the
design of the IOSA modules we should take into account the communication of each element
of an RFT with its children and parents. For instance a basic element has to communicate its
failure and repair to all parent gates. Similarly, an RBOX must communicate to its inputs a
start repair signal. In order to do so, the semantics of each element will be given by a function,
which takes actions as parameters.

1 module BE

2 fc, rc : clock;

3 inform : [0..2] init 0;

4 broken : [0..2] init 0;

5

6 [ fl ! ] broken=0 @ fc -> (inform’=1) & (broken’=1);

7 [ r ??] broken=1 -> (broken’=2) & (rc’=�);
8 [up!] broken=2 @ rc -> (inform’=2) &

9 (broken’=0) & (fc’=µ);
10

11 [f !!] inform=1 -> (inform’=0);

12 [u!!] inform=2 -> (inform’=0);

13 endmodule

Figure 4: IOSA symbolic model of a
Basic Element (same as Fig. 3)

For BE element e 2 E , its seman-
tics is a function [[e]] : A5 ! IOSA,
where [[(be, 0, µ, �)]](fl,up, f ,u, r) re-
sults in the IOSA shown in Fig. 4. The
state of a basic element is defined by
the fail clock fc, the repair clock rc,
a variable inform that indicates when
to signal the failure or repair, and vari-
able broken to distinguish between bro-
ken and normal states. Note that at
the starting state of an IOSA module,
all its clocks are set randomly accord-
ing to their associated distributions. A

9
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Definition 7. Given an RFT T = (V,E), we extend Definition 5 with the following cases:

[[v]] =

8
>>>>>>>>>><

>>>>>>>>>>:

· · ·
[[l(v)]](flv,upv, f v,uv, rv, ev,dv, rq(si(v)[0],v),asg(v,si(v)[0]),

rel(si(v)[0],v),acc(si(v)[0],v), rj(v,si(v)[0]), .., rj(v,si(v)[n�1]))

if l(v) = (sbe, n, µ, ⌫, �)

[[l(v)]](f v,uv, fli(v)[0],upi(v)[0], fli(v)[1],upi(v)[1], rq(v,i(v)[1]),asg(i(v)[1],v),

acc(v,i(v)[1]), rj(i(v)[1],v), rel(v,i(v)[1]), ..., rel(v,i(v)[n�1]))

if l(v) = (sg, n)

Notice that in the case of the SBE and SG, several signals are indexed by a pair of elements.
This pair indicates which gate performs the action and which one listens for synchronisation.
As an example, asg(v,si(v)[0]) indicates that the multiplexer that manages v, assigns its spare
basic element to its first connected spare gate (si(v)[0]).

Unfortunately, we have not yet been able to find a general, easy or direct way to prove
that this extension is indeed weakly deterministic, as we could do with the RFT without
spares. This is due in part to the complexity of the IOSA modules, intended to avoid the
aforementioned non-deterministic situations. While the spare basic element module can be
easily proved to be confluent, this is not the case for the modules of the multiplexer and the
spare gate. When analyzing these modules in isolation we find that some transitions are not
confluent and Theorem 1 could not be used directly. However, by partially composing spare
gates with multiplexers, we were able to check that conditions of Theorem 1 are not met:
we automatically performed this check in several configurations, showing that they are indeed
confluent.1 As parallel composition preserves confluence, they can be inserted in other RFT
contexts yielding weakly deterministic IOSAs.

8 Implementation and applications

The semantics of RFTs provided above is the backbone of the Fault Tree Analysis tool chain
implemented in [14], where it was used to analyse unreliability and unavailability of highly
resilient systems.

1 toplevel "G1";

2 "G1" and "G2" "B";

3 "G2" wsp "A" "S1" "S2";

4 "B" EXT_failPDF=rayleigh(6.0e-2) EXT_repairPDF=uniform(8,24);

5 "A" lambda=1.11e-3 EXT_repairPDF=normal(6,1);

6 "S1" lambda=0.2 EXT_dormPDF=erlang(9,0.3) EXT_repairPDF=normal(6,1);

7 "S2" lambda=0.2 EXT_dormPDF=erlang(9,0.3) EXT_repairPDF=normal(6,1);

8 "RB" repairbox_priority "B" "S2" "S1" "A";

(a) Extended Galileo textual format (b) RFT described in Fig. 9a

Figure 9: Galileo description of RFTs for the tool chain from [14]

More in detail, the statistical model checker FIG2 [13] runs simulations on IOSA models, to
estimate the probability with which the model satisfies PCTL- and CSL-like property queries.

1
Interested readers are referred to https://git.cs.famaf.unc.edu.ar/raulmonti/DeterminismScriptsRFT,

where we offer a series of Python scripts that verify these configurations.
2FIG is open source software and is freely available in https://git.snt.utwente.nl/buddece/fig.
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is that each group of n dependent events is replaced by
2n � 1 independent events, which results in a combinatorial
explosion if many events depend on each other.

For models with particularly complex interdependencies,
Bouissou [163,164] offers a formalism called Boolean logic
Driven Markov Processes (BDMP) as an extension to fault trees.
In this formalism, events are described by Markov Processes
with designated failure states. Then, events in the FT can
cause these events to switch to different processes, for
example to increase the failure rate if another component
fails.

In addition to analyzing the resulting Markov Chains to
obtain reliability and availability, it is possible to extract cut
sequences from a BDMP [165], and to construct a Finite State
Automaton with equivalent behavior to the BDMP [166].

Besides Markov Processes, Bouissou [167] also describes
the option to replace BEs with Petri Nets, although no method
is described for switching these due to external events. This
method can improve the modeling of DFT spare gates with
shared spare components.

4.3. Repairable Fault Trees

To analyze the reliability of a system over a long period of
time, it is often useful to include the possibility of repairing or
replacing failed components during this time. These repairs
may extend the time before a system failure occurs, such as
when a failed redundant part is replaced, or they may return
a failed system to normal operation.

Sometimes the simple repair rate model presented in
Section 2.4.1 is not sufficient. Bobbio et al. [97] introduced
Repair Boxes which can be connected to a gate, and begins
repairs on the BEs of the subtree of that gate only when the
gate fails. Raiteri et al. [34] extended these repair boxes to
allow different repair policies to be used in the model. The
resulting tree is called a Repairable Fault Tree (RFT). Fig. 19
shows an example of an RFT.

In this formalism, each BE e has a failure rate FR(e),
which is the parameter of an exponential distribution that
determines the time until the component fails.

Each RB is connected to one or more BE to repair, and one
incoming BE or gate. When the incoming event occurs, the
repair box is activated and begins repairs on the outgoing
components according to the repair policy. Every component
also has a repair rate that is the parameter of another
exponential distribution modeling the time to repair the
component.

Repair policies can be very simple, even equivalent to the
simple repair rates model, or more complex, for example
restricting the number of components that can be repaired
simultaneously.

The major advantage of this approach is that it allows
modeling of more realistic systems, and analysis of what
repair strategies are best. A disadvantage is these trees cannot
be quantitatively analyzed using combinatorial methods.

Flammini et al. [168] added the possibility of giving priority
to the repair of certain components, based on the repair
rate, failure rate, or level of redundancy of the components.
Other priority schemes can also be implemented within this
system.

Fig. 19 – Example of an RFT, repairs on the shared
components are only initiated when the entire system fails.
CPUs 1 and 2 are repaired when their respective compute
node fails.

A different extension is provided by Beccuti et al. [169,170],
which adds nondeterminism to the repair policies. This mod-
els cases where, for example, a mechanic individually decides
which component to repair first. Conversion to Markov Deci-
sion Process allows optimal policies to be automatically de-
rived from the FT when costs of unavailability, failures, and
repairs are provided. A parametric version [171] of the for-
malism allows for more efficient modeling and analysis if the
FT contains subtrees that differ only in the parameters of the
BEs.

Leaving repair policies nondeterministic also allows the
computation of an optimal repair policy, by associating costs
with unavailability, failures and repairs. Becutti et al. [170]
show that such an optimal policy can be computed by
converting the FT into a Markov Decision Process.

Analysis. RFTs can be analyzed to obtain the same measures
that apply to classic FTs with repair rates.

Traditional qualitative analysis of an RFT is generally less
useful, since such an analysis would ignore the repairability
aspect.

Quantitative analysis is more useful, but also more
difficult: Combinatorial methods are no longer sufficient, as
the evolution of the system over time has to be considered.

For systems where each component can be individually
and simultaneously repaired at a constant rate, Balakrishnan
and Trivedi [172] proposed to convert the model into a
Markov Chain, although this method uses an approximation
to reduce computational requirements.

Another approximation is provided by Dutuit and
Rauzy [173], although this approximation can also only be
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• FDEP and RBOX outputs are dummy: if (v, w) 2 E then t(v) /2 {fdep, rbox}.

• An output can not be more than once the input of a same gate. That is, for all 0  j, k 
|i(w)|� 1 with i(w)[j] = i(w)[k], we have j = k.

• The inputs of a repair box can only be basic elements: if (v, w) 2 E and t(w) = rbox then

either t(v) = be or t(v) = sbe.

• Each (spare) basic element can be connected to a single RBOX: if (v, w) 2 E and (v, w0) 2
E and t(w) = t(w0) = rbox, then w = w

0
.

• The spare inputs of a spare gate can only be spare basic elements, while its main input can

only be a basic element: if t(v) = sg then t(i(v)[0]) = be and for j > 0, t(i(v)[j]) = sbe.

• A spare basic element can only be connected to a spare gate or an RBOX: if (v, w) 2 E

and t(v) = sbe then t(w) 2 {sg, rbox}.

• A spare basic element is an input of a spare gate, if and only if that spare gate is spare input

of the spare basic element: for v and v
0
such that l(v0) = (sbe, 0, µ, ⌫, �) and l(v) = (sg, n),

(v0, v) 2 E if and only if there exists j such that v = si(v0)[j].

• A basic element can be connected to at most one spare gate: if (v, w) 2 E and (v, w0) 2 E

with t(w) = t(w0) = sg and t(v) = be then w = w
0
.

• If a (spare)basic element is connected to a spare gate then it can not be connected to a

FDEP gate: if (v, w) 2 E and t(v) 2 {be, sbe} and t(w) = sg, then there is no (v, w0) 2 E

such that t(w0) = fdep.

In the following, we present a parametric semantics for RFT elements. This will be used
later to obtain the semantics for each vertex in a given RFT, and the consequent semantics of
the full model as a parallel composition of its components. In this section, we only give the
semantics for BEs, AND gates, OR gates, PAND gates, and RBOX. Note that FDEP can be
replaced by OR gates. Similarly, voting gates can be modeled by a series of AND and OR
gates, although a simpler model can be found in an extended version of this work [31]. In the
design of the IOSA modules we should take into account the communication of each element
of an RFT with its children and parents. For instance a basic element has to communicate its
failure and repair to all parent gates. Similarly, an RBOX must communicate to its inputs a
start repair signal. In order to do so, the semantics of each element will be given by a function,
which takes actions as parameters.

1 module BE

2 fc, rc : clock;

3 inform : [0..2] init 0;

4 broken : [0..2] init 0;

5

6 [ fl ! ] broken=0 @ fc -> (inform’=1) & (broken’=1);

7 [ r ??] broken=1 -> (broken’=2) & (rc’=�);
8 [up!] broken=2 @ rc -> (inform’=2) &

9 (broken’=0) & (fc’=µ);
10

11 [f !!] inform=1 -> (inform’=0);

12 [u!!] inform=2 -> (inform’=0);

13 endmodule

Figure 4: IOSA symbolic model of a
Basic Element (same as Fig. 3)

For BE element e 2 E , its seman-
tics is a function [[e]] : A5 ! IOSA,
where [[(be, 0, µ, �)]](fl,up, f ,u, r) re-
sults in the IOSA shown in Fig. 4. The
state of a basic element is defined by
the fail clock fc, the repair clock rc,
a variable inform that indicates when
to signal the failure or repair, and vari-
able broken to distinguish between bro-
ken and normal states. Note that at
the starting state of an IOSA module,
all its clocks are set randomly accord-
ing to their associated distributions. A
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Definition 7. Given an RFT T = (V,E), we extend Definition 5 with the following cases:

[[v]] =

8
>>>>>>>>>><

>>>>>>>>>>:

· · ·
[[l(v)]](flv,upv, f v,uv, rv, ev,dv, rq(si(v)[0],v),asg(v,si(v)[0]),

rel(si(v)[0],v),acc(si(v)[0],v), rj(v,si(v)[0]), .., rj(v,si(v)[n�1]))

if l(v) = (sbe, n, µ, ⌫, �)

[[l(v)]](f v,uv, fli(v)[0],upi(v)[0], fli(v)[1],upi(v)[1], rq(v,i(v)[1]),asg(i(v)[1],v),

acc(v,i(v)[1]), rj(i(v)[1],v), rel(v,i(v)[1]), ..., rel(v,i(v)[n�1]))

if l(v) = (sg, n)

Notice that in the case of the SBE and SG, several signals are indexed by a pair of elements.
This pair indicates which gate performs the action and which one listens for synchronisation.
As an example, asg(v,si(v)[0]) indicates that the multiplexer that manages v, assigns its spare
basic element to its first connected spare gate (si(v)[0]).

Unfortunately, we have not yet been able to find a general, easy or direct way to prove
that this extension is indeed weakly deterministic, as we could do with the RFT without
spares. This is due in part to the complexity of the IOSA modules, intended to avoid the
aforementioned non-deterministic situations. While the spare basic element module can be
easily proved to be confluent, this is not the case for the modules of the multiplexer and the
spare gate. When analyzing these modules in isolation we find that some transitions are not
confluent and Theorem 1 could not be used directly. However, by partially composing spare
gates with multiplexers, we were able to check that conditions of Theorem 1 are not met:
we automatically performed this check in several configurations, showing that they are indeed
confluent.1 As parallel composition preserves confluence, they can be inserted in other RFT
contexts yielding weakly deterministic IOSAs.

8 Implementation and applications

The semantics of RFTs provided above is the backbone of the Fault Tree Analysis tool chain
implemented in [14], where it was used to analyse unreliability and unavailability of highly
resilient systems.

1 toplevel "G1";

2 "G1" and "G2" "B";

3 "G2" wsp "A" "S1" "S2";

4 "B" EXT_failPDF=rayleigh(6.0e-2) EXT_repairPDF=uniform(8,24);

5 "A" lambda=1.11e-3 EXT_repairPDF=normal(6,1);

6 "S1" lambda=0.2 EXT_dormPDF=erlang(9,0.3) EXT_repairPDF=normal(6,1);

7 "S2" lambda=0.2 EXT_dormPDF=erlang(9,0.3) EXT_repairPDF=normal(6,1);

8 "RB" repairbox_priority "B" "S2" "S1" "A";

(a) Extended Galileo textual format (b) RFT described in Fig. 9a

Figure 9: Galileo description of RFTs for the tool chain from [14]

More in detail, the statistical model checker FIG2 [13] runs simulations on IOSA models, to
estimate the probability with which the model satisfies PCTL- and CSL-like property queries.

1
Interested readers are referred to https://git.cs.famaf.unc.edu.ar/raulmonti/DeterminismScriptsRFT,

where we offer a series of Python scripts that verify these configurations.
2FIG is open source software and is freely available in https://git.snt.utwente.nl/buddece/fig.
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is that each group of n dependent events is replaced by
2n � 1 independent events, which results in a combinatorial
explosion if many events depend on each other.

For models with particularly complex interdependencies,
Bouissou [163,164] offers a formalism called Boolean logic
Driven Markov Processes (BDMP) as an extension to fault trees.
In this formalism, events are described by Markov Processes
with designated failure states. Then, events in the FT can
cause these events to switch to different processes, for
example to increase the failure rate if another component
fails.

In addition to analyzing the resulting Markov Chains to
obtain reliability and availability, it is possible to extract cut
sequences from a BDMP [165], and to construct a Finite State
Automaton with equivalent behavior to the BDMP [166].

Besides Markov Processes, Bouissou [167] also describes
the option to replace BEs with Petri Nets, although no method
is described for switching these due to external events. This
method can improve the modeling of DFT spare gates with
shared spare components.

4.3. Repairable Fault Trees

To analyze the reliability of a system over a long period of
time, it is often useful to include the possibility of repairing or
replacing failed components during this time. These repairs
may extend the time before a system failure occurs, such as
when a failed redundant part is replaced, or they may return
a failed system to normal operation.

Sometimes the simple repair rate model presented in
Section 2.4.1 is not sufficient. Bobbio et al. [97] introduced
Repair Boxes which can be connected to a gate, and begins
repairs on the BEs of the subtree of that gate only when the
gate fails. Raiteri et al. [34] extended these repair boxes to
allow different repair policies to be used in the model. The
resulting tree is called a Repairable Fault Tree (RFT). Fig. 19
shows an example of an RFT.

In this formalism, each BE e has a failure rate FR(e),
which is the parameter of an exponential distribution that
determines the time until the component fails.

Each RB is connected to one or more BE to repair, and one
incoming BE or gate. When the incoming event occurs, the
repair box is activated and begins repairs on the outgoing
components according to the repair policy. Every component
also has a repair rate that is the parameter of another
exponential distribution modeling the time to repair the
component.

Repair policies can be very simple, even equivalent to the
simple repair rates model, or more complex, for example
restricting the number of components that can be repaired
simultaneously.

The major advantage of this approach is that it allows
modeling of more realistic systems, and analysis of what
repair strategies are best. A disadvantage is these trees cannot
be quantitatively analyzed using combinatorial methods.

Flammini et al. [168] added the possibility of giving priority
to the repair of certain components, based on the repair
rate, failure rate, or level of redundancy of the components.
Other priority schemes can also be implemented within this
system.

Fig. 19 – Example of an RFT, repairs on the shared
components are only initiated when the entire system fails.
CPUs 1 and 2 are repaired when their respective compute
node fails.

A different extension is provided by Beccuti et al. [169,170],
which adds nondeterminism to the repair policies. This mod-
els cases where, for example, a mechanic individually decides
which component to repair first. Conversion to Markov Deci-
sion Process allows optimal policies to be automatically de-
rived from the FT when costs of unavailability, failures, and
repairs are provided. A parametric version [171] of the for-
malism allows for more efficient modeling and analysis if the
FT contains subtrees that differ only in the parameters of the
BEs.

Leaving repair policies nondeterministic also allows the
computation of an optimal repair policy, by associating costs
with unavailability, failures and repairs. Becutti et al. [170]
show that such an optimal policy can be computed by
converting the FT into a Markov Decision Process.

Analysis. RFTs can be analyzed to obtain the same measures
that apply to classic FTs with repair rates.

Traditional qualitative analysis of an RFT is generally less
useful, since such an analysis would ignore the repairability
aspect.

Quantitative analysis is more useful, but also more
difficult: Combinatorial methods are no longer sufficient, as
the evolution of the system over time has to be considered.

For systems where each component can be individually
and simultaneously repaired at a constant rate, Balakrishnan
and Trivedi [172] proposed to convert the model into a
Markov Chain, although this method uses an approximation
to reduce computational requirements.

Another approximation is provided by Dutuit and
Rauzy [173], although this approximation can also only be
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• FDEP and RBOX outputs are dummy: if (v, w) 2 E then t(v) /2 {fdep, rbox}.

• An output can not be more than once the input of a same gate. That is, for all 0  j, k 
|i(w)|� 1 with i(w)[j] = i(w)[k], we have j = k.

• The inputs of a repair box can only be basic elements: if (v, w) 2 E and t(w) = rbox then

either t(v) = be or t(v) = sbe.

• Each (spare) basic element can be connected to a single RBOX: if (v, w) 2 E and (v, w0) 2
E and t(w) = t(w0) = rbox, then w = w

0
.

• The spare inputs of a spare gate can only be spare basic elements, while its main input can

only be a basic element: if t(v) = sg then t(i(v)[0]) = be and for j > 0, t(i(v)[j]) = sbe.

• A spare basic element can only be connected to a spare gate or an RBOX: if (v, w) 2 E

and t(v) = sbe then t(w) 2 {sg, rbox}.

• A spare basic element is an input of a spare gate, if and only if that spare gate is spare input

of the spare basic element: for v and v
0
such that l(v0) = (sbe, 0, µ, ⌫, �) and l(v) = (sg, n),

(v0, v) 2 E if and only if there exists j such that v = si(v0)[j].

• A basic element can be connected to at most one spare gate: if (v, w) 2 E and (v, w0) 2 E

with t(w) = t(w0) = sg and t(v) = be then w = w
0
.

• If a (spare)basic element is connected to a spare gate then it can not be connected to a

FDEP gate: if (v, w) 2 E and t(v) 2 {be, sbe} and t(w) = sg, then there is no (v, w0) 2 E

such that t(w0) = fdep.

In the following, we present a parametric semantics for RFT elements. This will be used
later to obtain the semantics for each vertex in a given RFT, and the consequent semantics of
the full model as a parallel composition of its components. In this section, we only give the
semantics for BEs, AND gates, OR gates, PAND gates, and RBOX. Note that FDEP can be
replaced by OR gates. Similarly, voting gates can be modeled by a series of AND and OR
gates, although a simpler model can be found in an extended version of this work [31]. In the
design of the IOSA modules we should take into account the communication of each element
of an RFT with its children and parents. For instance a basic element has to communicate its
failure and repair to all parent gates. Similarly, an RBOX must communicate to its inputs a
start repair signal. In order to do so, the semantics of each element will be given by a function,
which takes actions as parameters.

1 module BE

2 fc, rc : clock;

3 inform : [0..2] init 0;

4 broken : [0..2] init 0;

5

6 [ fl ! ] broken=0 @ fc -> (inform’=1) & (broken’=1);

7 [ r ??] broken=1 -> (broken’=2) & (rc’=�);
8 [up!] broken=2 @ rc -> (inform’=2) &

9 (broken’=0) & (fc’=µ);
10

11 [f !!] inform=1 -> (inform’=0);

12 [u!!] inform=2 -> (inform’=0);

13 endmodule

Figure 4: IOSA symbolic model of a
Basic Element (same as Fig. 3)

For BE element e 2 E , its seman-
tics is a function [[e]] : A5 ! IOSA,
where [[(be, 0, µ, �)]](fl,up, f ,u, r) re-
sults in the IOSA shown in Fig. 4. The
state of a basic element is defined by
the fail clock fc, the repair clock rc,
a variable inform that indicates when
to signal the failure or repair, and vari-
able broken to distinguish between bro-
ken and normal states. Note that at
the starting state of an IOSA module,
all its clocks are set randomly accord-
ing to their associated distributions. A
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Definition 7. Given an RFT T = (V,E), we extend Definition 5 with the following cases:

[[v]] =

8
>>>>>>>>>><

>>>>>>>>>>:

· · ·
[[l(v)]](flv,upv, f v,uv, rv, ev,dv, rq(si(v)[0],v),asg(v,si(v)[0]),

rel(si(v)[0],v),acc(si(v)[0],v), rj(v,si(v)[0]), .., rj(v,si(v)[n�1]))

if l(v) = (sbe, n, µ, ⌫, �)

[[l(v)]](f v,uv, fli(v)[0],upi(v)[0], fli(v)[1],upi(v)[1], rq(v,i(v)[1]),asg(i(v)[1],v),

acc(v,i(v)[1]), rj(i(v)[1],v), rel(v,i(v)[1]), ..., rel(v,i(v)[n�1]))

if l(v) = (sg, n)

Notice that in the case of the SBE and SG, several signals are indexed by a pair of elements.
This pair indicates which gate performs the action and which one listens for synchronisation.
As an example, asg(v,si(v)[0]) indicates that the multiplexer that manages v, assigns its spare
basic element to its first connected spare gate (si(v)[0]).

Unfortunately, we have not yet been able to find a general, easy or direct way to prove
that this extension is indeed weakly deterministic, as we could do with the RFT without
spares. This is due in part to the complexity of the IOSA modules, intended to avoid the
aforementioned non-deterministic situations. While the spare basic element module can be
easily proved to be confluent, this is not the case for the modules of the multiplexer and the
spare gate. When analyzing these modules in isolation we find that some transitions are not
confluent and Theorem 1 could not be used directly. However, by partially composing spare
gates with multiplexers, we were able to check that conditions of Theorem 1 are not met:
we automatically performed this check in several configurations, showing that they are indeed
confluent.1 As parallel composition preserves confluence, they can be inserted in other RFT
contexts yielding weakly deterministic IOSAs.

8 Implementation and applications

The semantics of RFTs provided above is the backbone of the Fault Tree Analysis tool chain
implemented in [14], where it was used to analyse unreliability and unavailability of highly
resilient systems.

1 toplevel "G1";

2 "G1" and "G2" "B";

3 "G2" wsp "A" "S1" "S2";

4 "B" EXT_failPDF=rayleigh(6.0e-2) EXT_repairPDF=uniform(8,24);

5 "A" lambda=1.11e-3 EXT_repairPDF=normal(6,1);

6 "S1" lambda=0.2 EXT_dormPDF=erlang(9,0.3) EXT_repairPDF=normal(6,1);

7 "S2" lambda=0.2 EXT_dormPDF=erlang(9,0.3) EXT_repairPDF=normal(6,1);

8 "RB" repairbox_priority "B" "S2" "S1" "A";

(a) Extended Galileo textual format (b) RFT described in Fig. 9a

Figure 9: Galileo description of RFTs for the tool chain from [14]

More in detail, the statistical model checker FIG2 [13] runs simulations on IOSA models, to
estimate the probability with which the model satisfies PCTL- and CSL-like property queries.

1
Interested readers are referred to https://git.cs.famaf.unc.edu.ar/raulmonti/DeterminismScriptsRFT,

where we offer a series of Python scripts that verify these configurations.
2FIG is open source software and is freely available in https://git.snt.utwente.nl/buddece/fig.
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is that each group of n dependent events is replaced by
2n � 1 independent events, which results in a combinatorial
explosion if many events depend on each other.

For models with particularly complex interdependencies,
Bouissou [163,164] offers a formalism called Boolean logic
Driven Markov Processes (BDMP) as an extension to fault trees.
In this formalism, events are described by Markov Processes
with designated failure states. Then, events in the FT can
cause these events to switch to different processes, for
example to increase the failure rate if another component
fails.

In addition to analyzing the resulting Markov Chains to
obtain reliability and availability, it is possible to extract cut
sequences from a BDMP [165], and to construct a Finite State
Automaton with equivalent behavior to the BDMP [166].

Besides Markov Processes, Bouissou [167] also describes
the option to replace BEs with Petri Nets, although no method
is described for switching these due to external events. This
method can improve the modeling of DFT spare gates with
shared spare components.

4.3. Repairable Fault Trees

To analyze the reliability of a system over a long period of
time, it is often useful to include the possibility of repairing or
replacing failed components during this time. These repairs
may extend the time before a system failure occurs, such as
when a failed redundant part is replaced, or they may return
a failed system to normal operation.

Sometimes the simple repair rate model presented in
Section 2.4.1 is not sufficient. Bobbio et al. [97] introduced
Repair Boxes which can be connected to a gate, and begins
repairs on the BEs of the subtree of that gate only when the
gate fails. Raiteri et al. [34] extended these repair boxes to
allow different repair policies to be used in the model. The
resulting tree is called a Repairable Fault Tree (RFT). Fig. 19
shows an example of an RFT.

In this formalism, each BE e has a failure rate FR(e),
which is the parameter of an exponential distribution that
determines the time until the component fails.

Each RB is connected to one or more BE to repair, and one
incoming BE or gate. When the incoming event occurs, the
repair box is activated and begins repairs on the outgoing
components according to the repair policy. Every component
also has a repair rate that is the parameter of another
exponential distribution modeling the time to repair the
component.

Repair policies can be very simple, even equivalent to the
simple repair rates model, or more complex, for example
restricting the number of components that can be repaired
simultaneously.

The major advantage of this approach is that it allows
modeling of more realistic systems, and analysis of what
repair strategies are best. A disadvantage is these trees cannot
be quantitatively analyzed using combinatorial methods.

Flammini et al. [168] added the possibility of giving priority
to the repair of certain components, based on the repair
rate, failure rate, or level of redundancy of the components.
Other priority schemes can also be implemented within this
system.

Fig. 19 – Example of an RFT, repairs on the shared
components are only initiated when the entire system fails.
CPUs 1 and 2 are repaired when their respective compute
node fails.

A different extension is provided by Beccuti et al. [169,170],
which adds nondeterminism to the repair policies. This mod-
els cases where, for example, a mechanic individually decides
which component to repair first. Conversion to Markov Deci-
sion Process allows optimal policies to be automatically de-
rived from the FT when costs of unavailability, failures, and
repairs are provided. A parametric version [171] of the for-
malism allows for more efficient modeling and analysis if the
FT contains subtrees that differ only in the parameters of the
BEs.

Leaving repair policies nondeterministic also allows the
computation of an optimal repair policy, by associating costs
with unavailability, failures and repairs. Becutti et al. [170]
show that such an optimal policy can be computed by
converting the FT into a Markov Decision Process.

Analysis. RFTs can be analyzed to obtain the same measures
that apply to classic FTs with repair rates.

Traditional qualitative analysis of an RFT is generally less
useful, since such an analysis would ignore the repairability
aspect.

Quantitative analysis is more useful, but also more
difficult: Combinatorial methods are no longer sufficient, as
the evolution of the system over time has to be considered.

For systems where each component can be individually
and simultaneously repaired at a constant rate, Balakrishnan
and Trivedi [172] proposed to convert the model into a
Markov Chain, although this method uses an approximation
to reduce computational requirements.

Another approximation is provided by Dutuit and
Rauzy [173], although this approximation can also only be

x,
a!
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a?,y

a? z,
b!,
z

b?, x
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x
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• FDEP and RBOX outputs are dummy: if (v, w) 2 E then t(v) /2 {fdep, rbox}.

• An output can not be more than once the input of a same gate. That is, for all 0  j, k 
|i(w)|� 1 with i(w)[j] = i(w)[k], we have j = k.

• The inputs of a repair box can only be basic elements: if (v, w) 2 E and t(w) = rbox then

either t(v) = be or t(v) = sbe.

• Each (spare) basic element can be connected to a single RBOX: if (v, w) 2 E and (v, w0) 2
E and t(w) = t(w0) = rbox, then w = w

0
.

• The spare inputs of a spare gate can only be spare basic elements, while its main input can

only be a basic element: if t(v) = sg then t(i(v)[0]) = be and for j > 0, t(i(v)[j]) = sbe.

• A spare basic element can only be connected to a spare gate or an RBOX: if (v, w) 2 E

and t(v) = sbe then t(w) 2 {sg, rbox}.

• A spare basic element is an input of a spare gate, if and only if that spare gate is spare input

of the spare basic element: for v and v
0
such that l(v0) = (sbe, 0, µ, ⌫, �) and l(v) = (sg, n),

(v0, v) 2 E if and only if there exists j such that v = si(v0)[j].

• A basic element can be connected to at most one spare gate: if (v, w) 2 E and (v, w0) 2 E

with t(w) = t(w0) = sg and t(v) = be then w = w
0
.

• If a (spare)basic element is connected to a spare gate then it can not be connected to a

FDEP gate: if (v, w) 2 E and t(v) 2 {be, sbe} and t(w) = sg, then there is no (v, w0) 2 E

such that t(w0) = fdep.

In the following, we present a parametric semantics for RFT elements. This will be used
later to obtain the semantics for each vertex in a given RFT, and the consequent semantics of
the full model as a parallel composition of its components. In this section, we only give the
semantics for BEs, AND gates, OR gates, PAND gates, and RBOX. Note that FDEP can be
replaced by OR gates. Similarly, voting gates can be modeled by a series of AND and OR
gates, although a simpler model can be found in an extended version of this work [31]. In the
design of the IOSA modules we should take into account the communication of each element
of an RFT with its children and parents. For instance a basic element has to communicate its
failure and repair to all parent gates. Similarly, an RBOX must communicate to its inputs a
start repair signal. In order to do so, the semantics of each element will be given by a function,
which takes actions as parameters.

1 module BE

2 fc, rc : clock;

3 inform : [0..2] init 0;

4 broken : [0..2] init 0;

5

6 [ fl ! ] broken=0 @ fc -> (inform’=1) & (broken’=1);

7 [ r ??] broken=1 -> (broken’=2) & (rc’=�);
8 [up!] broken=2 @ rc -> (inform’=2) &

9 (broken’=0) & (fc’=µ);
10

11 [f !!] inform=1 -> (inform’=0);

12 [u!!] inform=2 -> (inform’=0);

13 endmodule

Figure 4: IOSA symbolic model of a
Basic Element (same as Fig. 3)

For BE element e 2 E , its seman-
tics is a function [[e]] : A5 ! IOSA,
where [[(be, 0, µ, �)]](fl,up, f ,u, r) re-
sults in the IOSA shown in Fig. 4. The
state of a basic element is defined by
the fail clock fc, the repair clock rc,
a variable inform that indicates when
to signal the failure or repair, and vari-
able broken to distinguish between bro-
ken and normal states. Note that at
the starting state of an IOSA module,
all its clocks are set randomly accord-
ing to their associated distributions. A

9

Medición de tolerancia a fallas 
+ Juegos estocásticos
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Definition 7. Given an RFT T = (V,E), we extend Definition 5 with the following cases:

[[v]] =

8
>>>>>>>>>><

>>>>>>>>>>:

· · ·
[[l(v)]](flv,upv, f v,uv, rv, ev,dv, rq(si(v)[0],v),asg(v,si(v)[0]),

rel(si(v)[0],v),acc(si(v)[0],v), rj(v,si(v)[0]), .., rj(v,si(v)[n�1]))

if l(v) = (sbe, n, µ, ⌫, �)

[[l(v)]](f v,uv, fli(v)[0],upi(v)[0], fli(v)[1],upi(v)[1], rq(v,i(v)[1]),asg(i(v)[1],v),

acc(v,i(v)[1]), rj(i(v)[1],v), rel(v,i(v)[1]), ..., rel(v,i(v)[n�1]))

if l(v) = (sg, n)

Notice that in the case of the SBE and SG, several signals are indexed by a pair of elements.
This pair indicates which gate performs the action and which one listens for synchronisation.
As an example, asg(v,si(v)[0]) indicates that the multiplexer that manages v, assigns its spare
basic element to its first connected spare gate (si(v)[0]).

Unfortunately, we have not yet been able to find a general, easy or direct way to prove
that this extension is indeed weakly deterministic, as we could do with the RFT without
spares. This is due in part to the complexity of the IOSA modules, intended to avoid the
aforementioned non-deterministic situations. While the spare basic element module can be
easily proved to be confluent, this is not the case for the modules of the multiplexer and the
spare gate. When analyzing these modules in isolation we find that some transitions are not
confluent and Theorem 1 could not be used directly. However, by partially composing spare
gates with multiplexers, we were able to check that conditions of Theorem 1 are not met:
we automatically performed this check in several configurations, showing that they are indeed
confluent.1 As parallel composition preserves confluence, they can be inserted in other RFT
contexts yielding weakly deterministic IOSAs.

8 Implementation and applications

The semantics of RFTs provided above is the backbone of the Fault Tree Analysis tool chain
implemented in [14], where it was used to analyse unreliability and unavailability of highly
resilient systems.

1 toplevel "G1";

2 "G1" and "G2" "B";

3 "G2" wsp "A" "S1" "S2";

4 "B" EXT_failPDF=rayleigh(6.0e-2) EXT_repairPDF=uniform(8,24);

5 "A" lambda=1.11e-3 EXT_repairPDF=normal(6,1);

6 "S1" lambda=0.2 EXT_dormPDF=erlang(9,0.3) EXT_repairPDF=normal(6,1);

7 "S2" lambda=0.2 EXT_dormPDF=erlang(9,0.3) EXT_repairPDF=normal(6,1);

8 "RB" repairbox_priority "B" "S2" "S1" "A";

(a) Extended Galileo textual format (b) RFT described in Fig. 9a

Figure 9: Galileo description of RFTs for the tool chain from [14]

More in detail, the statistical model checker FIG2 [13] runs simulations on IOSA models, to
estimate the probability with which the model satisfies PCTL- and CSL-like property queries.

1
Interested readers are referred to https://git.cs.famaf.unc.edu.ar/raulmonti/DeterminismScriptsRFT,

where we offer a series of Python scripts that verify these configurations.
2FIG is open source software and is freely available in https://git.snt.utwente.nl/buddece/fig.

15

12
 

A
n 

A
lg

eb
ra

ic
 A

pp
ro

ac
h 

to
 t

he
 

Sp
ec

if
ic

at
io

n 
of

 S
to

ch
as

ti
c 

Sy
st

em
s 

(E
xt

en
de

d 
A

bs
tr

ac
t)

 

P.
 R

. 

J.
-P

. 
K

at
oe

n2
, 

an
d 

E.
 B

ri
nk

sm
a1

 

1 D
ep

t. 
of

 C
om

pu
te

r 
Sc

ie
nc

e.
 U

ni
ve

rs
ity

 o
f T

w
en

te
. 

P.
 O

.B
ox

 2
17

. 
75

00
 A

E
 E

ns
ch

ed
e.

 T
he

 N
et

he
rl

an
ds

. 

{d
ar

ge
ni

o,
br

in
ks

m
a}

@
cs

.u
tw

en
te

.n
l 

2 L
eh

rs
tu

hl
 fu

r 
In

fo
rm

at
ik

 V
II

. 
U

ni
ve

rs
ity

 o
f E

rl
an

ge
n-

N
iir

nb
er

g.
 

M
ar

te
ns

st
ra

ss
e 

3. 
D

-9
10

58
 E

rl
an

ge
n.

 G
er

m
an

y.
 

ka
to

en
@

in
fo

rm
at

ik
.u

ni
-e

rl
an

ge
n.

de
 

A
bs

tr
ac

t 

W
e 

in
tr

od
uc

e 
a 

fr
am

ew
or

k 
to

 s
tu

dy
 s

to
ch

as
tic

 s
ys

te
m

s,
 i

.e
. 

sy
st

em
s 

in
 w

hi
ch

 

th
e 

ti
m

e 
of

 o
cc

ur
re

nc
e 

of
 a

ct
iv

iti
es

 i
s 

a 
ge

ne
ra

l 
ra

nd
om

 v
ar

ia
bl

e.
 W

e 
in

tr
o-

du
ce

 a
nd

 d
is

cu
ss

 i
n 

de
pt

h 
a 

st
oc

ha
st

ic
 p

ro
ce

ss
 a

lg
eb

ra
 (

na
m

ed
 Q

) 
ad

eq
ua

te
 t

o 

sp
ec

ify
 a

nd
 a

na
ly

se
 t

ho
se

 s
ys

te
m

s.
 I

n 
or

de
r 

to
 g

iv
e 

se
m

an
tic

s 
to

 Q
, w

e 
al

so
 in

-

tr
od

uc
e 

a 
m

od
el

 th
at

 is
 a

n 
ex

te
ns

io
n 

of
 tr

ad
it

io
na

l a
ut

om
at

a 
w

it
h 

cl
oc

ks
 w

hi
ch

 

ar
e 

ba
si

ca
lly

 r
an

do
m

 v
ar

ia
bl

es
: 

th
e 

st
oc

ha
st

ic
 a

ut
om

at
a 

m
od

el
. W

e 
sh

ow
 t

ha
t 

th
is

 m
od

el
 a

nd
 Q

 a
re

 e
qu

al
ly

 e
xp

re
ss

iv
e.

 A
lth

ou
gh

 s
to

ch
as

tic
 a

ut
om

at
a 

ar
e 

ad
eq

ua
te

 t
o 

an
al

ys
e 

sy
st

em
s 

si
nc

e 
th

ey
 a

re
 f

in
ite

 o
bj

ec
ts

, 
th

ey
 a

re
 s

til
l 

to
o 

·c
oa

rs
e 

to
 s

er
ve

 a
s 

co
nc

re
te

 s
em

an
tic

 o
bj

ec
ts

. 
Th

er
ef

or
e,

 w
e 

in
tr

od
uc

e 
a 

ty
pe

 o
f 

pr
ob

ab
ili

st
ic

 tr
an

si
ti

on
 s

ys
te

m
 th

at
 c

an
 d

ea
l w

ith
 a

rb
it

ra
ry

 p
ro

ba
bi

lit
y 

sp
ac

es
. 

In
 a

dd
iti

on
, w

e 
gi

ve
 a

 f
in

ite
 a

xi
om

at
is

at
io

n 
fo

r 
Q

 th
at

 is
 s

ou
nd

 f
or

 t
he

 s
ev

er
al

 

se
m

an
ti

c 
no

tio
ns

 w
e 

de
al

 w
ith

, a
nd

 c
om

pl
et

e 
fo

r 
th

e 
fin

es
t 

of
 th

em
. 

M
or

eo
ve

r, 

an
 e

xp
an

si
on

 la
w

 is
 s

tr
ai

gh
tf

or
w

ar
dl

y 
de

ri
ve

d.
 

K
ey

w
or

ds
 

St
oc

ha
st

ic
 p

ro
ce

ss
 a

lg
eb

ra
s,

 s
to

ch
as

tic
 a

ut
om

at
a,

 p
ro

ba
bi

lis
tic

 tr
an

si
ti

on
 s

ys
-

te
m

s,
 p

ro
ba

bi
lis

tic
 b

is
im

ul
at

io
ns

, r
ea

l-
tim

e 
sy

st
em

s.
 

1 
IN

TR
O

D
U

C
TI

O
N

 

In
 t

he
 w

or
ld

 o
f 

pe
rf

or
m

an
ce

 m
od

el
lin

g,
 m

an
y 

m
od

el
s 

ha
ve

 b
ee

n 
de

fin
ed

 t
o 

an
al

ys
e 

an
d 

si
m

ul
at

e 
sy

st
em

s 
su

ch
 a

s 
qu

eu
in

g 
ne

tw
or

ks
, s

to
ch

as
tic

 P
et

ri
-n

et
s,

 

or
 g

en
er

al
is

ed
 s

em
i-

M
ar

ko
v 

pr
oc

es
se

s.
 I

t 
ha

s 
be

en
 a

rg
ue

d 
m

an
y 

tim
es

 t
ha

t,
 

*S
up

po
rt

ed
 b

y 
th

e 
N

W
O

/S
IO

N
 p

ro
je

ct
 6

12
-3

3-
00

6.
 

Pr
og

ra
m

m
in

g 
C

on
ce

pt
s 

an
d 

M
et

ho
ds

 
D

. G
rie

s, 
& 

W
-P

. d
e 

R
oe

ve
r (

Ed
s.)

 

©
 1

99
8 

IF
IP

. P
ub

lis
he

d 
by

 C
ha

pm
an

 &
 H

al
l 

In
fo

rm
at

io
n

an
d

C
om

pu
ta

tio
n

20
3

(2
00

5)
1–

38

w
w

w
.el

se
vi

er
.co

m
/lo

ca
te

/ic

A
th

eo
ry

of
st

oc
ha

st
ic

sy
st

em
s.

Pa
rt

I:
St

oc
ha

st
ic

au
to

m
at

a

Pe
dr

o
R

. D
’A

rg
en

io
a,

b,
1 ,, J

oo
st

-P
ie

te
r K

at
oe

n
b,

c,
∗

a U
ni

ve
rs

id
ad

N
ac

io
na

l d
e

C
ór

do
ba

, C
iu

da
d

U
ni

ve
rs

ita
ria

, 5
00

0
C

ór
do

ba
, A

rg
en

tin
a

b U
ni

ve
rs

ity
of

Tw
en

te
, P

.O
. B

ox
21

7,
75

00
A

E
En

sc
he

de
, T

he
N

et
he

rla
nd

s

c R
W

TH
A

ac
he

n,
A

ho
rn

st
ra

ße
55

, D
-5

20
74

A
ac

he
n,

G
er

m
an

y

R
ec

ei
ve

d
28

N
ov

em
be

r 2
00

3;
re

vi
se

d
9

Fe
br

ua
ry

20
05

A
va

ila
bl

e o
nl

in
e 1

6
Se

pt
em

be
r 2

00
5

A
bs

tr
ac

t
Th

is
pa

pe
r

pr
es

en
ts

th
e

th
eo

re
tic

al
un

de
rp

in
ni

ng
of

a
m

od
el

fo
r

sy
m

bo
lic

al
ly

re
pr

es
en

tin
g

pr
ob

ab
ili

st
ic

tr
an

sit
io

n
sy

st
em

s,
an

ex
te

ns
io

n
of

la
be

lle
d

tr
an

sit
io

n
sy

st
em

s f
or

th
e

m
od

el
lin

g
of

ge
ne

ra
l (

di
sc

re
te

as
w

el
l

as
co

nt
in

uo
us

or
sin

gu
la

r)
pr

ob
ab

ili
ty

sp
ac

es
. T

he
se

tr
an

sit
io

n
sy

st
em

s a
re

pa
rt

ic
ul

ar
ly

su
ite

d
fo

r m
od

el
lin

g

so
ftl

y
tim

ed
sy

st
em

s,
re

al
-ti

m
e

sy
st

em
s i

n
w

hi
ch

th
e

tim
e

co
ns

tr
ai

nt
s a

re
of

ra
nd

om
na

tu
re

. F
or

co
nt

in
uo

us

pr
ob

ab
ili

ty
sp

ac
es

th
es

e
tr

an
sit

io
n

sy
st

em
s

ar
e

in
fin

ite
by

na
tu

re
. S

to
ch

as
tic

au
to

m
at

a
re

pr
es

en
t t

he
ir

be
-

ha
vi

ou
r

in
a

fin
ite

w
ay

. T
hi

s
pa

pe
r

pr
es

en
ts

th
e

m
od

el
of

st
oc

ha
st

ic
au

to
m

at
a,

th
ei

r
se

m
an

tic
s

in
te

rm
s

of

pr
ob

ab
ili

st
ic

tr
an

sit
io

n
sy

st
em

s,
an

d
st

ud
ie

s s
ev

er
al

no
tio

ns
of

bi
sim

ul
at

io
n.

Fu
rt

he
rm

or
e,

th
e r

el
at

io
ns

hi
p

of

st
oc

ha
st

ic
au

to
m

at
a

to
ge

ne
ra

lis
ed

se
m

i-M
ar

ko
v

pr
oc

es
se

s i
s e

st
ab

lis
he

d.

©
20

05
El

se
vi

er
In

c.
A

ll
rig

ht
s r

es
er

ve
d.

K
ey

wo
rd

s:
Pr

ob
ab

ili
st

ic
bi

sim
ul

at
io

n;
G

en
er

al
ise

d
se

m
i-M

ar
ko

v
pr

oc
es

se
s;

(c
on

tin
uo

us
)

Pr
ob

ab
ili

st
ic

tr
an

sit
io

n

sy
st

em
s;

So
ftl

y
tim

ed
sy

st
em

s;
St

oc
ha

st
ic

au
to

m
at

a

1.
In

tr
od

uc
tio

n
Th

e
de

sig
n

an
d

an
al

ys
is

of
sy

st
em

s,
lik

e
em

be
dd

ed
sy

st
em

s,
co

m
m

un
ic

at
io

n
pr

ot
oc

ol
s o

r m
ul

ti-

m
ed

ia
sy

st
em

s,
re

qu
ire

s i
ns

ig
ht

in
to

no
t o

nl
y

th
e f

un
ct

io
na

l,
bu

t a
lso

in
to

th
e r

ea
l-t

im
e a

nd
pe

rf
or

-

m
an

ce
as

pe
ct

s o
f a

pp
lic

at
io

ns
in

vo
lv

ed
. R

es
ea

rc
h

in
co

nc
ur

re
nc

y t
he

or
y h

as
re

co
gn

ise
d

th
e n

ee
d

fo
r

∗ C
or

re
sp

on
di

ng
au

th
or

.

E-
m

ai
l a

dd
re

ss
: k

at
oe

n@
cs

.rw
th

-a
ac

he
n.

de
(J

.-P
. K

at
oe

n)
.

1
Pa

rt
ia

lly
su

pp
or

te
d

by
th

e N
W

O
vi

sit
in

g
G

ra
nt

B-
61

-5
19

an
d

by
th

e A
N

PC
yT

pr
oj

ec
t P

IC
T

11
-1

17
38

.

08
90

-5
40

1/$
- s

ee
fr

on
t m

at
te

r ©
20

05
El

se
vi

er
In

c.
A

ll
rig

ht
s r

es
er

ve
d.

do
i:1

0.
10

16
/j.

ic
.2

00
5.

07
.0

01

ht
tp

://
jo

ur
na

ls.
ca

m
br

id
ge

.o
rg

Do
wn

lo
ad

ed
: 0

6 
Ja

n 
20

12

IP
 ad

dr
es

s: 
12

9.
67

.1
49

.2
7

M
at

h.
St

ru
ct

. i
n

C
om

p.
Sc

ie
nc

e
(2

01
2)

, v
ol

. 2
2,

pp
. 4

3–
68

.
c©

C
am

br
id

ge
U
ni

ve
rs

ity
Pr

es
s
20

11

do
i:
10

.1
01

7/
S0

96
01

29
51

10
00

45
4

F
ir
st

pu
bl

is
he

d
on

lin
e

26
Se

pt
em

be
r
20

11

B
is
im

ul
at

io
ns

fo
r

no
n-

de
te

rm
in

is
ti
c

la
be

lle
d

M
ar

ko
v

pr
oc

es
se

s†
P

E
D

R
O

R
.
D

’A
R

G
E

N
IO

‡ , P
E

D
R

O
S
Á
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th
e
co
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th
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ev
id
en
t
sy
nc
hr
on
iza

tio
n
am

on
g
th
em

(c
om

pa
re

to
th
e
di

ffi
cu
lty

of
fig
ur
in
g
ou
t t
he

wh
ol
e
be
ha
vi
ou
r
in

a
m
on
ol
ith

ic
m
od
el)
.

If
th
es
e
m
od
els

ar
e
ai
m
ed

at
pe
rfo

rm
an
ce

an
d
de
pe
nd
ab
ili
ty

an
al
ys
is,

th
er
e

is
a
ne
ed

to
co
ns
id
er

ge
ne
ra
l d

ist
rib

ut
io
ns
. A

lth
ou
gh

(n
eg
at
iv
e)

ex
po
ne
nt
ia
l d

is-

tr
ib
ut
io
ns

yi
eld

an
al
yt
ica

lly
tr
ac
ta
bl
e
m
od
els

(n
am

ely
, c
on
tin

uo
us

tim
e
M
ar
ko
v

ch
ai
ns
),
an
d
ar
e
us
ef
ul
fo
r m

an
y
ap
pl
ica

tio
ns
, t
he
y
ar
e
no
t r
ea
lis
tic

fo
r m

od
eli
ng

m
an
y
ph
en
om

en
a.

Ph
en
om

en
a
su
ch

as
tim

eo
ut
s
in

co
m
m
un
ica

tio
n
pr
ot
oc
ol
s,

ha
rd

de
ad
lin
es

in
re
al
-ti
m
e
sy
st
em

s,
hu
m
an

re
sp
on
se

tim
es

or
th
e
va
ria

bi
lit
y
of

th
e
de
la
y
of

so
un
d
an
d
vi
de
o
fra

m
es

(s
o-
ca
lle
d
jit
te
r)

in
m
od
er
n
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ul
ti-
m
ed
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on

fl
u
en

ce
an

d
W
ea
k

D
et
er
m
in
is
m

Pe
dr
o
R
. D

’A
rg
en
io

1,
2,
3(
B)

an
d
R
aú
l E

. M
on
ti

1,
2

1
U
ni
ve
rs
id
ad

N
ac
io
na
l
de

C
ór
do
ba
,
FA

M
A
F
,
C
ór
do
ba
,
A
rg
en
ti
na

{d
ar
ge
ni
o,
rm
on
ti
}@
fa
ma
f.
un
c.
ed
u.
ar

2
C
O
N
IC
E
T
,
C
ór
do
ba
,
A
rg
en
ti
na

3
Sa
ar
la
nd

U
ni
ve
rs
it
y,
D
ep
ar
tm

en
t
of

C
om

pu
te
r
Sc
ie
nc
e,
Sa
ar
br
üc
ke
n,

G
er
m
an
y

A
b
st
ra
ct
.
In

a
pr
ev
io
us

w
or
k,
w
e
in
tr
od
uc
ed

an
in
pu

t/
ou
tp
ut

va
ri
an
t
of

st
oc
ha
st
ic
au
to
m
at
a
(I
O
SA

)
th
at
,
on
ce

th
e
m
od
el
is
cl
os
ed

(i
.e
.,
al
l
sy
n-

ch
ro
ni
za
ti
on
s
ar
e
re
so
lv
ed
),
th
e
re
su
lt
in
g
au
to
m
at
on

is
fu
lly

st
oc
ha
st
ic
,

th
at

is
, i
t
do
es
no
t
co
nt
ai
n
no
n-
de
te
rm

in
is
ti
c
ch
oi
ce
s.
H
ow

ev
er
, s
uc
h
va
ri
-

an
t
is
no
t
su

ffi
ci
en
tl
y
ve
rs
at
ile

fo
r
co
m
po
si
ti
on
al
m
od
el
lin

g.
In

th
is
ar
ti
cl
e,

w
e
ex
te
nd

IO
SA

w
it
h
ur
ge
nt

ac
ti
on
s.
T
hi
s
ex
te
ns
io
n
gr
ea
tl
y
in
cr
ea
se
s
th
e

m
od
ul
ar
iz
at
io
n
of
th
e
m
od
el
s,
al
lo
w
in
g
to

ta
ke

be
tt
er

ad
va
nt
ag
e
on

co
m
-

po
si
ti
on
al
it
y
th
an

it
s
pr
ed
ec
es
so
r.

H
ow

ev
er
,
th
is

ex
te
ns
io
n
in
tr
od
uc
es

no
n-
de
te
rm

in
is
m

ev
en

in
cl
os
ed

m
od
el
s.

W
e
fir
st

sh
ow

th
at

co
nfl

ue
nt

m
od
el
s
ar
e
w
ea
kl
y
de
te
rm

in
is
ti
c
in

th
e
se
ns
e
th
at
,
re
ga
rd
le
ss

th
e
re
so
-

lu
ti
on

of
th
e
no
n-
de
te
rm

in
is
m
,
th
e
st
oc
ha
st
ic
be
ha
vi
ou
r
is
th
e
sa
m
e.
In

ad
di
ti
on
,
w
e
pr
ov
id
e
su

ffi
ci
en
t
co
nd

it
io
ns

to
en
su
re

th
at

a
ne
tw
or
k
of

in
te
ra
ct
in
g
IO

SA
s
is

co
nfl

ue
nt

w
it
ho
ut

th
e
ne
ed

to
an
al
ys
e
th
e
la
rg
er

co
m
po
se
d
IO

SA
.

1
In
tr
od

u
ct
io
n

Th
e
ad
va
nt
ag
es

of
co
m
po
sit
io
na
l
m
od
ell
in
g
co
m
pl
ex

sy
st
em

s
ca
n
ha
rd
ly

be

ov
er
es
tim

at
ed
. O

n
th
e
on
e
ha
nd
, c
om

po
sit
io
na
l m

od
ell
in
g
fa
cil
ita

te
s
sy
st
em

at
ic

de
sig

n,
al
lo
wi
ng

th
e d

es
ig
ne
r t
o
fo
cu
s o

n
th
e c

on
st
ru
ct
io
n
of
sm

al
l m

od
els

fo
r t
he

co
m
po
ne
nt
s
wh

os
e
op
er
at
io
na
l b

eh
av
io
r
is
m
os
tly

we
ll
un
de
rs
to
od
, a

nd
on

th
e

sy
nc
hr
on
iza

tio
n
be
tw
ee
n
th
e c

om
po
ne
nt
s,
wh

ich
ar
e i
n
ge
ne
ra
l q
ui
te
ev
id
en
t.
O
n

th
e
ot
he
r h

an
d,

it
fa
cil
ita

te
s t
he

in
te
rc
ha
ng
e
of

co
m
po
ne
nt
s i
n
a
m
od
el,

en
ab
les

co
m
po
sit
io
na
l a
na
ly
sis
, a
nd

he
lp
s
on

at
ta
ck
in
g
th
e
st
at
e
ex
pl
os
io
n
pr
ob
lem

.

In
pa
rt
icu

la
r
we

fo
cu
s
on

m
od
ell
in
g
of

st
oc
ha
st
ic

sy
st
em

fo
r
de
pe
nd
ab
ili
ty

an
d
pe
rfo

rm
an
ce

an
al
ys
is,

an
d
ai
m
to

ge
ne
ra
l m

od
els

th
at

re
qu
ire

m
or
e t
ha
n
th
e

us
ua
l n

eg
at
iv
e
ex
po
ne
nt
ia
l d

ist
rib

ut
io
n.

In
de
ed
, p

he
no
m
en
a
su
ch

as
tim

eo
ut
s i
n

co
m
m
un
ica

tio
n
pr
ot
oc
ol
s,
ha
rd

de
ad
lin
es

in
re
al
-ti
m
e
sy
st
em

s,
hu
m
an

re
sp
on
se

tim
es

or
th
e
va
ria

bi
lit
y
of

th
e
de
la
y
of

so
un
d
an
d
vi
de
o
fra

m
es

(s
o-
ca
lle
d
jit
te
r)
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P
robabilistic

m
odel checking

is
a
pow

erful tool for
analysing

probabilistic
system

s
but

it
can

only
be

effi
ciently

applied
to

M
arkov

m
odels.

M
onte

C
arlo

sim
ulation

provides
an

alternative
for

the
general-

ity
of stochastic

processes, but
becom

es
infeasible

if the
value

to
estim

ate

depends
on

the
occurrence

of
rare

events. T
o
com

bat
this

problem
, intel-

ligent
sim

ulation
strategies

exist
to

low
er

the
estim

ation
variance

and

hence
reduce

the
sim

ulation
tim

e.
Im

portance
splitting

is
one

such
tech-

nique,
but

requires
a
guiding

function
typically

defined
in

an
ad

hoc

fashion
by

an
expert

in
the

field.
W
e
present

an
autom

atic
derivation

of
the

im
portance

function
from

the
m
odel

description.
A

prototypical

tool
w
as

developed
and

tested
on

several
M
arkov

m
odels,

com
pared

to

analytically
and

num
erically

calculated
results

and
to

results
of

typical

ad
hoc

im
portance

functions,
show

ing
the

feasibility
and

effi
ciency

of

this
approach.

T
he

technique
is

easily
adapted

to
general

m
odels

like

G
SM

P
s.

1
Introd

u
ction

N
owadays, system

s are
required

to
have

a
high

degree
of resilience

and
depend-

ability. D
eterm

ining
properties that fail with

extrem
ely

sm
all probability

in
com

-

plex
m
odels

can
be

com
putationally

very
dem

anding.
Though

these
types

of

properties can
be

effi
ciently

calculated
using

num
erical tools, such

as the
m
odel

checker
PR

ISM
[8], this

is
lim

ited
to

finite
M
arkov

m
odels, and, m

oreover, the

representation
through

an
adequate

data
structure

needs to
fit in

the
com

puter

m
em

ory. Beyond
this class of m

odels calculations are lim
ited

to
M
onte Carlo

sim
-

ulation
m
ethods. H

owever, standard
M
onte

Carlo
sim

ulation
m
ay

easily
need

an

enorm
ous am

ount of sam
pling

to
obtain

the
desired

confidence
level of the

esti-

m
ated

probability, in
order

to
com

pensate
for

the
high

variance
induced

by
the

rare
occurrences

of the
objective

property.
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Im
portance

splitting
is

a
technique

to
accelerate

discrete

event
sim

ulation
w
hen

the
value

to
estim

ate
depends

on
the

occurrence
of

rare
events.

It
requires

a
guiding

im
portance

function
typically

defined
in

an
ad

hoc
fashion

by
an

expert

in
the

field,
w
ho

could
choose

an
inadequate

function.
In

this
article

w
e

present
a

com
positional

and
autom

atic
tech-

nique
to

derive
the

im
portance

function
from

the
m

odel
de-

scription, and
analyze

different
com

position
heuristics.

T
his

technique
is

linear
in

the
num

ber
of

m
odules,

in
contrast

to

the
exponential

nature
of

our
previous

proposal.
T
his

ap-

proach
w
as

com
pared

to
crude

sim
ulation

and
to

im
portance

splitting
using

typical
ad

hoc
im

portance
functions.

A
pro-

totypical
tool

w
as

developed
and

tested
on

several
m

odels,

show
ing

the
feasibility

and
effi

ciency
of

the
technique.

1.
INTRO

DUCTIO
N

N
ow

adays,
system

s
are

required
to

have
a

high
degree

of

resilience
and

dependability.
D

eterm
ining

properties
that

fail w
ith

extrem
ely

sm
all probability

in
com

plex
m

odels
can

be
com

putationally
very

dem
anding.

T
hough

such
proper-

ties
can

be
effi

ciently
calculated

using
num

erical
tools,

this

is
lim

ited
to

finite
M

arkov
m

odels, and, m
oreover, the

repre-

sentation
through

an
adequate

data
structure

needs
to

fit
in

the
com

puter
m

em
ory.

B
eyond

this
class

of
m

odels, calcula-

tions
are

lim
ited

to
M

onte
C
arlo

sim
ulation

m
ethods.

H
ow

-

ever,
standard

M
onte

C
arlo

sim
ulation

is
im

practical
w
hen

the
probability

of
the

event
under

analysis
is

extrem
ely

low
:

it
w
ill

easily
require

an
enorm

ous
am

ount
of

sam
pling

to

obtain
an

acceptable
confidence

level of
the

estim
ated

prob-

ability, in
order

to
com

pensate
for

the
high

variance
induced

by
the

rare
occurrences

of
such

event.

T
o reduce this considerable need for sim

ulation runs, effi
-

cient M
onte C

arlo sim
ulation techniques have been tailored

to deal w
ith rare events. T

hese can be largely divided into

tw
o 

conceptually 
different 

techniques: 
im

portance

sam
pling and im

portance splitting 
m

ethods. 
W

e focus on

im
portance splitting techniques, see e.g.[14, 18, 19]. Im

portance 

split-

ting
w
orks

by
decom

posing
the

state
space

in
m

ultiple
lev-

els
w
here,

ideally,
the

rare
event

is
at

the
top

level
and

a

level
is

higher
as

the
probability

of
reaching

the
rare

event

grow
s.

T
he

estim
ation

of
the

rare
probability

is
obtained

as

the
product

of
the

estim
ates

of
the

(not
so

rare)
conditional

probabilities
of

m
oving

one
level

up.
A
s
a

consequence,
the

effectiveness
of

this
technique

crucially
depends

on
an

ad-

equate
grouping

of
states

into
levels.

Im
portance

functions

are
the

m
eans

to
assign

a
value

to
each

state
so

that,
if

perfect,
such

value
is

directly
related

to
the

likelihood
of

reaching
the

rare
event.

It
is

desirable
that

a
state

in
the

rare
set

receives
the

highest
im

portance
and

the
im

portance

of
a

state
decreases

according
to

the
probability

of
reaching

a
rare

state
from

it.

U
sually,

an
expert

in
the

area
of

the
system

provides
the

im
portance

function
in

an
ad

hoc
m

anner.
A

badly
chosen

function
can

deteriorate
the

effectiveness
of

the
technique.

W
ith

som
e
notable

exceptions
[1,8,11,15], autom

atic
deriva-

tion
of

im
portance

functions
has

received
scarce

attention.

In
[1] w

e
presented

prelim
inary

results
on

an
effective

tech-

nique
to

derive
autom

atically
an

im
portance

function.
T
he

algorithm
w
orks

by
applying

inverse
breadth

first
search

(B
F
S)

on
the

underlying
graph

of
the

stochastic
process, la-

belling
each

state
w
ith

the
shortest

distance
to

a
rare

state.

T
he

im
portance

of
each

state
is

then
defined

as
the

differ-

ence
betw

een
the

m
axim

um
distance

and
its

actual distance.

T
hough

this
technique

is
not

lim
ited

to
M

arkov
m

odels,
it

still requires
a

finite
graph

w
hich

fits
in

the
com

puter
m

em
-

ory.
U
nfortunately

such
graph

grow
s
exponentially

w
ith

the

num
ber

of
m

odules
that

conform
the

m
odel

of
the

system
.

In
this

paper,
w
e

im
prove

on
this

technique
by

obtain-

ing
the

im
portance

function
in

a
com

positional m
anner.

W
e

consider
the

system
m

odelled
as

a
netw

ork
of

interacting

m
odules,

w
here

each
m

odule
is

described
in

term
s

of
an

input/output
stochastic

autom
aton

(IO
SA

)
and

the
inter-

action
is

defined
through

standard
parallel

com
position

[6].

T
he

technique
w
e

propose
w
orks

by
applying

the
m

ethod

of
[1]

per
m

odule,
previous

analysis
of

how
the

local
states

relate
to

the
property

under
study, and

the
final im

portance

function
is

obtained
by

com
posing

the
m

odular
functions.

C
ontrarily

to
the

technique
of

[1],
this

w
ay

of
calculating

the
im

portance
function

grow
s
linearly

w
ith

the
num

ber
of

m
odules

that
conform

the
system

m
odel.

T
he

paper
is

organized
as

follow
s.

Sec.
2

explains
the

foundations
of

our
specification

language.
Sec.

3
briefly

describes
the

im
portance

splitting
technique

and
the

R
E
S-

T
A
R
T

m
ethod.

In
Sec.

4
w
e
introduce

our
technique

for
the

com
positional derivation

of
im

portance
functions.

Sec.
5

re-
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W
e
report

in
the

advances
on

stochastic
autom

ata
and

its

use
on

rare
event

sim
ulation.

W
e
review

and
introduce

an
extension

of

IO
SA

,
an

input/output
variant

of
stochastic

autom
ata

that
under

m
ild

constraints
can

be
ensured

to
contain

non-determ
inism

only
in

a
spuri-

ous
m
anner.

T
hat

is,
the

m
odel

can
be

regarded
as

fully
probabilistic

and
hence

am
enable

for
sim

ulation.
W
e
also

report
on

our
latest

w
ork

on
fully

autom
atizing

the
technique

of
rare

event
sim

ulation.
U
sing

the

structure
of

the
m
odel

given
in

term
s
a
netw

ork
of

IO
SA

s
allow

s
us

to

autom
atically

derive
the

im
portance

function,
w
hich

is
crucial

for
the

im
portance

splitting
technique

of
rare

event
sim

ulation.
W
e
conclude

w
ith

experim
ental

results
that

show
how

prom
ising

our
technique

is.

1
Introd

u
ction

Stochastic autom
ata

were introduced
by

D
’A
rgenio

et al. in
[10] as the sem

antics

basis
for

the
com

positional m
odeling

of stochastically
tim

ed
system

s
where

the

occurrence
tim

e
of

events
responds

to
continuous

distributions.
They

can
be

seen
as

a
variant

of tim
ed

autom
ata

[1] where
clocks

are
initialized

random
ly

and
run

backwards, enabling
transitions as soon

as their value
becom

e
0. Based

on
LO

TO
S
[2] and

other
process

algebras, the
first

ideas
for

com
positionality

for stochastic
autom

ata
were

introduced
through

the
process algebra

. Thus,

stochastic autom
ata

and
provide a

natural generalization
of generalized

sem
i-

M
arkov

processes
(G

SM
P) oriented

to
com

positional m
odeling.

H
owever, this fram

ework
cam

e with
the usually

unavoidable non-determ
inism

introduced
by

concurrency. This
is
a
drawback, since, when

determ
inistic, this

type
of general m

odels
could

be
only

analyzed
through

discrete
event

sim
ula-

tion
for

the
big

m
ajority

of quantitative
or

even
qualitative

properties. (M
odel

checking
stochastic

autom
ata

can
only

provide
a
rough

over approxim
ation

and

even
though, with

the
usual lim

itation
given

by
the

state
space

explosion
[19].)

U
nfortunately, sim

ulation
and

non-determ
inism

are
incom

patible
since

sim
ula-

tion
requires

that
all possible

execution
choices

are
resolve

through
random

iza-

tion. This is partly
solved

in
stochastic

autom
ata

by
the

races on
random

clocks
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A
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Statistical m
odel checking

uses
sim

ulation
to

overcom
e
the

state
space

explosion
problem

in
form

al
verification.

Yet
its

runtim
e

explodes
when

faced
with

rare
events,

unless
a
rare

event
sim

ulation

m
ethod

like
im

portance
splitting

is
used.

The
effectiveness

of
im

por-

tance
splitting

hinges on
nontrivial m

odel-specific
inputs: an

im
portance

function
with

m
atching

splitting
thresholds.

This
prevents

its
use

by

non-experts for general classes of m
odels. In

this paper, we
propose

new

m
ethod

com
binations

with
the

goal of fully
autom

ating
the

selection
of

all param
eters

for
im

portance
splitting. W

e
focus

on
transient

(reacha-

bility) properties, which
particularly

challenged
previous techniques, and

present an
exhaustive practical evaluation

of the new
approaches on

case

studies from
the literature. W

e find
that using

R
estart

sim
ulations with

a
com

positionally
constructed

im
portance function

and
thresholds deter-

m
ined

via
a
new

expected
success

m
ethod

m
ost reliably

succeeds and
per-

form
s very

well. O
ur im

plem
entation

within
the

M
odest

T
oolset

sup-

ports various classes of form
al stochastic m

odels and
is publicly

available.

1
Introduction

N
uclear reactors, sm

art power grids, autom
ated

storm
surge barriers, networked

industrial autom
ation

system
s: W

e increasingly
rely

on
critical technical system

s

and
infrastructures whose

failure
would

have
drastic

consequences. It is im
pera-

tive
to

perform
a
quantitative

evaluation
in

the
design

phase
based

on
a
form

al

stochastic m
odel, e.g. on

extensions of continuous-tim
e M

arkov
chains (CTM

C),

stochastic Petri nets (SPN
), or fault trees. O

nly
if the probability

of failure can
be

shown
to

be
suffi

ciently
low

can
the

system
design

be
im
plem

ented. Calculating

such
probabilities—

which
m
ay

be on
the order of 10 −

19
or lower—

is challenging:

For finite-state M
arkov

chains or probabilistic tim
ed

autom
ata

(PTA
[23]), prob-

abilistic
m
odel checking

can
num

erically
approxim

ate
the

desired
probabilities,

but the state space explosion
problem

lim
its it to sm

all m
odels. For other m

odels,

in
particular

those
involving

events
governed

by
general continuous

probability

distributions, m
odel checking

techniques
only

exist
for

specific
subclasses

with

lim
ited

scalability
[26] or m

erely
com

pute
probability

bounds [14].
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Abstr
act Markov

decisi
on pro

cesses
(MDP) a

re use
ful to

model o
ptimisation

proble
ms in co

ncurre
nt sys

tems. To v
er-

ify MDPs with efficie
nt Monte Carlo

techni
ques requir

es

that th
eir non

determ
inism

be res
olved

by a sc
hedule

r. Rece
nt

work
has in

troduc
ed the

elements o
f light

weigh
t techn

iques

to sam
ple dir

ectly f
rom sched

uler sp
ace, b

ut find
ing op

timal

sched
ulers b

y simple sa
mpling

may be ine
fficien

t. Her
e we

descri
be “sm

art” sa
mpling a

lgorith
ms that c

anmake su
bstan-

tial im
provem

ents in
perfor

mance.

Keyw
ords

Statist
ical m

odel c
heckin

g · Sampling
·

Nonde
terminism

1 Introd
uction

Markov
decisi

on proces
ses de

scribe
system

s that
interle

ave

nonde
terministic

action
s and

proba
bilisti

c transit
ions. T

his

model h
as pro

ved us
eful in

many re
al opti

misation
proble

ms

[33–3
5] and

may be used to repres
ent co

ncurre
nt pro

ba-

bilisti
c progra

ms (see,
e.g. [1

,3]). S
uch models

comprise

proba
bilisti

c subsy
stems whose

transit
ions depen

d on the

states
of the other

subsy
stems, wh

ile the order
in which

concu
rrently

enable
d trans

itions
execu

te is no
ndeter

ministic
.

This o
rderm

ay rad
ically

affect
the be

haviou
r of a s

ystem
, and

it is th
us use

ful to
calcul

ate the
upper

and lower
bound

s of

quanti
tative

aspect
s of pe

rform
ance.

As an
example, c

onside
r the

netwo
rk of com

putati
onal

nodes
depict

ed in Fig. 1
(relati

ng to the ca
se stu

dy in Sect.

B Axel L
egay

axel.le
gay@

inria.f
r

1 Unive
rsidad

Nacio
nal de

Córdo
ba, Có

rdoba
, Arge

ntina

2 Inria R
ennes

-Breta
gne A

tlantiq
ue, Re

nnes,
Franc

e

6.4). G
iven that o

ne of
the no

des is
infect

ed by a viru
s, we

would
like to calcul

ate the proba
bility

that a
target

node

becom
es infe

cted. I
f we k

now the pr
obabil

ity that th
e viru

s

will pa
ss from

one no
de to t

he nex
t, we c

ould m
odel th

e sys-

tem as a di
screte

timeMarkov
chain

and an
alyse i

t to fin
d the

proba
bility

that a
ny partic

ular n
ode will b

ecome infect
ed.

Such
a model i

gnore
s the possib

ility that th
e virus

might

actual
ly choos

e which
node

to infect
, e.g.

to maximise its

proba
bility

of pas
sing th

rough
the ba

rrier la
yer. U

nder s
uch

circum
stance

s som
e node

s might b
e infe

cted with near c
er-

tainty
or wit

h only
very lo

w proba
bility,

but thi
s wou

ld not
be

adequ
ately c

apture
d by th

e Markov
chain.

By modelli
ng the

virus’
s choi

ce of n
ode as

a nond
eterm

inistic
transit

ion in
an

MDP, th
e maximum and m

inimum proba
bilitie

s of in
fectio

n

can be
consid

ered.

Figure
2 show

s a typ
ical fr

agment of
an MDP. In

a give
n

state
(s0), a

n action
(a1, a2

, . . . )
is chosen

nonde
termin-

istical
ly to select

a distrib
ution

of pro
babili

stic transit
ions

(p1, p2
, . . .

or p3, p4
, etc.)

. A proba
bilisti

c choice
is then

made to
select

the ne
xt stat

e (s1,
s2, s3

, s4, . .
. ). In t

his wo
rk,

we use the term sched
uler to refer t

o a partic
ular w

ay the

nonde
terminism

in an M
DP is

resolv
ed. We cons

ider m
emo-

ryless
sched

ulers,
whose

choice
s depe

nd onl
y on th

e curr
ent

state,
and histor

y-dep
enden

t sche
dulers

whose
choice

s may

also d
epend

on pre
vious

states.

Classi
c anal

ysis o
f MDPs i

s conc
erned

with findin
g the

expec
ted maximum or minimum reward

for an
execu

tion o
f

the sy
stem, given

indivi
dual r

eward
s assig

ned to
each o

f the

action
s [2,31

].Rew
ardsm

ayalso
be ass

igned
to stat

es or tr
an-

sitions
betwe

en states
[21]. H

ere we
focus

on MDPs in
the

contex
t of m

odel c
heckin

g conc
urrent

proba
bilisti

c syste
ms,

to find sched
ulers t

hat m
aximise or

minimise the
proba

bil-

ity of
a prop

erty. M
odel c

heckin
g is an

autom
atic te

chniqu
e

to verify
that a

system
satisfi

es a p
ropert

y specifi
ed in tem-

poral
logic

[7]. P
robab

ilistic
model c

heckin
g quanti

fies th
e
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Abstr
act.

The
verifi

catio
n of prob

abilis
tic timed autom

ata invol
ves

findin
g sched

ulers
that

optim
ise their

nond
eterm

inisti
c choic

es with

respe
ct to the prob

abilit
y of a

prop
erty.

In pract
ice, a

ppro
aches

based

on model
check

ing fail d
ue to state

-spac
e explo

sion,
while

simulati
on-

based
techn

iques
like statis

tical
model

check
ing are not appli

cable
due

to the nond
eterm

inism
. We prese

nt a new
lightw

eight
on-th

e-fly
algo-

rithm
to find

near-
optim

al sch
edule

rs for
prob

abilis
tic timed autom

ata.

We make use of th
e class

ical r
egion

and
zone

abstr
actio

ns from
timed

autom
ata model

check
ing, c

ouple
d with

a recen
tly devel

oped
smart sa

m-

pling
techn

ique
for statis

tical
verifi

catio
n of M

arkov
decis

ion proce
sses.

Our alg
orith

m provi
des e

stimates f
or bo

th maxim
um and minimum prob

-

abilit
ies. W

e com
pare

our n
ew appr

oach
with

alter
nativ

e tech
nique

s, firs
t

using
tract

able
exam

ples f
rom the li

terat
ure, t

hen motiva
te its

scala
bility

using
case

studi
es th

at ar
e intra

ctabl
e to numerica

l model
check

ing and

chall
engin

g for ex
isting

statis
tical

techn
iques

.

1 Intro
duct

ion

Proba
bilistic

timed autom
ata (PTA)

[17] ar
e a popula

r modellin
g formalism

for

the an
alysis

of real
-time syste

ms. As a
genera

lisatio
n of tim

ed autom
ata (T

A) [1],

they suppo
rt (discre

te) nonde
terministic

choice
s as well a

s (conti
nuous

) non-

determ
inistic

timing with hard bound
s. As

a genera
lisatio

n of Markov
decisio

n

proces
ses (M

DP), t
hey additi

onally
allow

(discre
te) pro

babilis
tic cho

ices. A
PTA

model c
an thus c

ombine h
ard real-ti

me aspe
cts (u

sing fixed or non
determ

inistic

time boun
ds) wi

th soft re
al-tim

e featu
res (us

ing proba
bilistic

ally chosen
delays

).

PTA also p
ermit abst

ractio
n, intr

oducin
g nond

eterm
inism

to red
uce th

e model’s

size, a
nd allow

choice
s betwe

en enable
d events

to be specifi
ed as proba

bilistic

if info
rmation

on the freque
ncy of the

ir occurr
ence is availa

ble, o
r as nonde

-

terministic
otherw

ise. Ex
amples o

f verifi
cation

questi
ons th

at can
be answe

red

with PTA includ
e “what

is the worst-
case proba

bility
of the

modelle
d proces

s

meeting
its dea

dline?
”, “ca

n it term
inate w

ith proba
bility

greate
r than

p?”, a
nd

“is the
proba

bility
to spend

more th
an 2 s in

an unsafe
state g

reater
than zero?”
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ABSTRACT

Probabilistic
timed automata are a formal model for real-time systems with discrete probabilistic

and

nondeterministic choices. To overcome the state space explosion problem of exhaustive verification, a

symbolic simulation-based approach that soundly treats nondeterminism to approximate maximum and

minimum reachability probabilities has recently become available. Its use of difference-bound matrices

to handle continuous real time however leads to poor performance: most operations are cubic or even

exponential in the number of clock variables. In this paper, we propose a novel region-based approach

and data structure that reduce the complexity of all operations to being linear. It relies on a particular

mapping between symbolic regions and concrete representative valuations. Using an implementation

within the MODEST TOOLSET, we show that the new approach is not only easier to implement, but indeed

significantly outperforms all current alternatives on standard benchmark models.

1 INTRODUCTION

Probabilistic
timed automata (PTA, Kwiatkowska et al. 2002) are a formal model for real-time systems

with nondeterministic and discrete-probabilistic choices and delays. Their most prominent application is in

the study of distributed algorithms such as network protocols, where real-time behavior (e.g. transmission

delays) and requirements (e.g. on response times) meet uncertain operating environments (e.g. sporadic

message loss) and randomized algorithms (e.g. exponential backoff). PTA also serve as the semantic

foundation for domain-specific languages (van den Berg et al. 2015, Hartmanns, Hermanns, and Bungert

2016) and for the analysis of more expressive formalisms (e.g. Hahn, Hartmanns, and Hermanns 2014).

Nondeterminism is a crucial feature of PTA. It enables abstraction, concurrency, and the representation

of absence of knowledge. For example, in a PTA model of wireless communication, each station may

nondeterministically choose the exact time when it starts to send. In this way, the model remains abstract

w.r.t. any particular ordering and timing of communication. We would then like to answer questions such

as “what is the minimum probability to transmit a complete file within 12s” or “what is the maximum

expected time to success”. In both cases, we implicitly ask for an optimal scheduler to concretely resolve all

nondeterministic choices so as to minimize or maximize the quantity of interest. In our example, this could

mean choosing send times that cause many, few, or just the right combination of collisions on the shared

channel. PTA model checking (Norman, Parker, and Sproston 2013) is a formal verification technique to

precisely compute measures such as the above. It is limited by the state space explosion problem: the

model’s space of reachable configurations, exponential in the number of model variables and their domains,

must be explored and stored in memory for the quantities of interest to be computed via e.g. value iteration.

As statistical model checking (SMC, Younes and Simmons 2002, Hérault et al. 2004), the use of Monte

Carlo simulation to analyze formal models has become popular because it avoids state space explosion: in

a simulation run, only the current and next states are stored, so memory usage is constant. However, SMC

is limited to fully stochastic models like Markov chains or semi-Markov processes since nondeterminism

is incompatible with simulation. It is possible when a concrete scheduler to decide all nondeterministic
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órdob
a, Ar

genti
na

3 Saarl
and Univ

ersity
, Saa

rbrüc
ken,

Germany

4 Univ
ersity

of Tw
ente,

Ensc
hede

, The
Neth

erlan
ds

{m.ger
hold

,a.h
artm

anns
}@utwe

nte.
nl

5 Univ
ersity

of W
aterl

oo, W
aterl

oo, C
anad

a

sean
.sed

ward
s@uw

ater
loo.

ca

Abstr
act.

Stoch
astic

autom
ata are a form

al co
mposit

ional
model

for

concu
rrent

stoch
astic

timed syste
ms, wit

h gener
al dis

tribu
tions

and non-

deter
ministi

c choic
es. M

easur
es of inter

est are defin
ed over

sched
ulers

that
resol

ve the nond
eterm

inism
. In this p

aper
we inves

tigat
e the powe

r

of va
rious

theor
etica

lly and
pract

ically
motiva

ted class
es of sc

hedu
lers,

consi
derin

g the class
ic complete

-infor
mation

view
and

a restr
iction

to

non-p
roph

etic s
chedu

lers.
We pro

ve a h
ierar

chy of sch
edule

r clas
ses w

.r.t.

unbo
unde

d prob
abilis

tic re
achab

ility.
We find

that,
unlik

e Markov
ian for-

malism
s, sto

chast
ic autom

ata distin
guish

most c
lasse

s eve
n in this b

asic

settin
g. Ve

rifica
tion

and strat
egy synth

esis m
ethod

s thu
s face

a trade
off

betw
een powe

rful a
nd efficient

class
es. U

sing
lightw

eight
sched

uler
sam-

pling
, we

explo
re this trade

off and demonstr
ate the conce

pt of a
usefu

l

appr
oxim

ative
verifi

catio
n techn

ique
for st

ocha
stic autom

ata.

1 Intro
duct

ion

The n
eed to analys

e cont
inuous

-time stoc
hastic

models
arises

in many practi
cal

contex
ts, inc

luding
critica

l infra
struct

ures [4
], railw

ay eng
ineerin

g [36],
space

mis-

sion planni
ng [7],

and securi
ty [28]

. This
has led

to a nu
mber of

discre
te even

t sim-

ulatio
n tools,

such as tho
se for

netwo
rking

[34,35
,42], w

hose p
robab

ilistic
seman-

tics is founde
d on genera

lised semi-Markov
proces

ses (GSMP [21,33
]). No

nde-

terminism
arises

throug
h inhere

nt concu
rrency

of ind
epend

ent proces
ses [11],

but m
ay also be delibe

rate under
specifi

cation
. Modellin

g such uncert
ainty

with

proba
bility

is conven
ient for simulatio

n, but
not always

adequ
ate [3,29].

Vari-

ous m
odels

and formalisms have
thus b

een propo
sed to extend

contin
uous-t

ime

This
work

is supp
orted

by the 3TU.
BSR

, NWO BEA
T (602.

001.3
03) and

JST

ERA
TO HAS

UO Metam
athem

atics
for S

ystem
s Design

(JPM
JER1

603)
proje

cts, b
y

ERC
grant

6956
14 (POW

VER
), an

d by SeCy
T-UN

C proje
cts 0

5/BP
12, 0

5/B4
97.

c© The Autho
r(s)

2018

C. Baier
and

U. Dal La
go (Eds

.): F
OSSA

CS 2018
, LN

CS 1080
3, pp

. 384
–402

, 201
8.

http
s://d

oi.or
g/10

.1007
/978

-3-31
9-89

366-
2_21

A Stati
stica

l Model
Check

er

for Nonde
term

inism
and

Rare Even
ts

Carlos
E. Bu

dde
1 , Pedr

o R. D’A
rgenio

2,3,4 , Arn
d Hartm

anns
1(B) ,

and Sean Sedwa
rds

5

1 Univ
ersity

of Tw
ente,

Ensc
hede

, The
Neth

erlan
ds

{c.e.b
udde

,a.h
artm

anns
}@utwe

nte.
nl

2 Univ
ersid

ad Nacio
nal d

e Córd
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Córd
oba,

Arge
ntina

darg
enio

@fam
af.u

nc.e
du.a

r

2 CONICE
T, C
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Rare event sim
ulation

Im
portance splitting

Statistical m
odel checking

Transient analysis

Steady-state analysis

In the form
al verification of stochastic system

s, statistical m
odel checking uses sim

ulation 

to overcom
e the state space explosion problem of probabilistic m

odel checking. Yet its 

runtim
e explodes w

hen faced w
ith rare events, unless a rare event sim

ulation m
ethod like 

im
portance splitting is used. The effectiveness of im

portance splitting hinges on nontrivial 

m
odel-specific inputs: an im

portance function w
ith m

atching splitting thresholds. This 

prevents its use by non-experts for general classes of m
odels. In this paper, w

e present 

an autom
ated m

ethod to derive the im
portance function. It considers both the structure 

of the m
odel and of the form

ula characterising the rare event. It is m
em

ory-effi
cient 

by exploiting the com
positional nature of form

al m
odels. W

e experim
entally evaluate it 

in various com
binations w

ith tw
o approaches to threshold selection as w

ell as different 

splitting techniques for steady-state and transient properties. W
e find that Restart

splitting 

com
bined w

ith thresholds determ
ined via a new expected success m

ethod m
ost reliably 

succeeds and perform
s very w

ell for transient properties. It rem
ains com

petitive in the 

steady-state case, w
hich is how

ever challenging to all com
binations w

e consider. All 

m
ethods are im

plem
ented in the

m
odes

tool of the
M

odest
Toolset

and in the
Fig

rare 

event sim
ulator.


2019 Elsevier B.V. All rights reserved.

1. Introduction

Nuclear reactors, sm
art pow

er grids, autom
ated storm

 surge barriers, netw
orked industrial autom

ation system
s: w

e in-

creasingly rely on critical technical system
s and infrastructures w

hose failure or extended unavailability w
ould have drastic 

consequences. It is im
perative to perform

 a quantitative evaluation in the design phase based on a form
al stochastic m

odel, 

e.g. on extensions of continuous-tim
e M

arkov chains (CTM
C), stochastic Petri nets (SPN

), or fault trees. Only after the prob-

ability of failure and the expected unavailability are show
n to be suffi

ciently low can the system
 design be im

plem
ented. 

Calculating such values—
w

hich m
ay be on the order of 10 −

15
or low

er—
is challenging. For finite-state M

arkov chains or 

probabilistic tim
ed autom

ata (PTA
[46]), probabilistic m

odel checking
can num

erically approxim
ate the desired values, but the 

state space explosion problem
 lim

its this approach to sm
all m

odels. For other m
odels, in particular those involving events 

governed by general continuous probability distributions, m
odel checking techniques only exist for specific subclasses w

ith 

lim
ited scalability

[55]
or m

erely com
pute probability bounds

[31].

Statistical m
odel checking

(SM
C

[38,72]), i.e. using M
onte Carlo sim

ulation w
ith form

al m
odels, has becom

e a popular 

alternative for large m
odels and form

alism
s not am

enable to (traditional) probabilistic m
odel checking like stochastic (tim

ed) 
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A
bstract.

Dynam
ic

fault trees (dft) are
widely

adopted
in

industry

to assess the dependability
of safety-critical equipm

ent. Since m
any

sys-

tem
s are too large to be studied

num
erically, dfts dependability is often

analysed
using

M
onte Carlo

simulation. A
bottleneck

here is that m
any

simulation
sam

ples are required
in

the case of rare events, e.g. in
highly

reliable system
s where com

ponents fail seldom
ly. Rare event simulation

(res) provides techniques to reduce the number of sam
ples in the case of

rare events. W
e present a res

technique based
on

im
portance splitting,

to
study

failures in
highly

reliable dfts. W
hereas res

usually
requires

m
eta-inform

ation
from

an
expert, our

m
ethod

is
fully

autom
atic: By

cleverly
exploiting

the
fault tree

structure
we

extract the
so-called

im
-

portance function. W
e handle dfts with

M
arkovian

and
non-M

arkovian

failure and
repair distributions—

for which
no num

erical m
ethods exist—

and
show

the effi
ciency

of our approach
on

several case studies.

1
Introduction

Reliability
engineering

is an
important field

that provides
methods

and
tools

to
assess and

mitigate
the

risks related
to

complex
systems. Fault tree

analy-

sis (fta) is a
prominent technique

here. Its application
encompasses a

large

number of industrial domains that range from
automotive and

aerospace system

engineering, to energy
and

telecommunication
systems and

protocols.

Fault
trees. A

fault
tree

(ft)
describes

how
component

failures
occur

and

propagate through the system, eventually leading to system
failures. Technically,

an ft
is a

directed
acyclic graph

whose leaves model component failures, and

whose
other nodes (called

gates) model failure
propagation. Using

fault trees

one
can

compute
dependability

metrics to
quantify

how
a
system

fares w.r.t.
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bstract

Fault
Tree

A
nalysis

(FTA
)

is
a

prom
inent

technique
in

industrial and
scientific

risk

assessm
ent. R

epairable
Fault Trees (R

FT) enhance
the

classical Fault Tree
(FT) m

odel by

introducing
the

possibility
to

describe
com

plex
dependent

repairs
of system

com
ponents.

U
sual fram

eworks for analyzing
FTs such

as BD
D

, SBD
D

, and
M

arkov
chains fail to

assess

the
desired

properties
over

R
FT

com
plex

m
odels, either

because
these

becom
e

too
large,

or
due

to
cyclic

behaviour
introduced

by
dependent

repairs.
Sim

ulation
is

another
way

to
carry

out
this

kind
of analysis.

In
this

paper
we

review
the

R
FT

m
odel with

R
epair

Boxes
as

introduced
by

D
aniele

Codetta-R
aiteri.

W
e

present
com

positional sem
antics

for

this m
odel in

term
s of Input/O

utput Stochastic
A
utom

ata, which
allows for the

m
odelling

of events occurring
according

to
general continuous distribution. M

oreover, we
prove

that

the
sem

antics
generates

(weakly)
determ

inistic
m

odels, hence
suitable

for
discrete

event

sim
ulation, and

prom
inently

for rare
event sim

ulation
using

the
FIG

tool.

1
I
n
t
r
o
d
u
c
t
io

n

Fault Tree A
nalysis is a

prom
inent technique for dependability

assessm
ent of com

plex
industrial

system
s.

Standard
or

S
ta

tic
F
a
u
lt

T
re
e
s

(SFTs
[41])

are
directed

acyclic
graphs

whose
leaves

are called
Basic Events, and

usually
represent the failure of a

physical system
com

ponent. Each

leaf is equipped
with

a
failure rate or discrete probability, indicating

the frequency
at which

the

com
ponent breaks. The other FT

nodes are called
gates, and

they
m

odel how
basic com

ponents

failures
com

bine
to

induce
m

ore
com

plex
system

failures, until the
failure

of interest
(the

to
p

e
v
e
n
t of the tree) occurs. SFTs thus encode a

logical form
ula. O

ne of the m
ost effi

cient analysis

techniques
uses

Binary
D

ecision
D

iagram
s
(BD

D
) to

represent the
form

ula, and
then

perform

dependability
studies

using
specialised

algorithm
s.

This
assum

es
the

absence
of

stochastic

dependency
am

ong
BEs.
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Abstr
act

Statist
ical m

odel c
heckin

g avoids
the state space

explos
ion proble

m in verific
ation

and natura
lly suppo

rts co
mplex non-

Markovi
an formalisms. Yet

as a s
imulatio

n-base
d appro

ach, it
s runt

ime beco
mes exc

essive
in the pr

esence
of rare

events
,

and it cann
ot sou

ndly analys
e nond

eterm
inistic

models.
In this ar

ticle,
we pr

esent
modes:

a stati
stical

model c
hecke

r that

combines
fully autom

ated importan
ce spl

itting
to estimate the

proba
bilitie

s of ra
re eve

nts wi
th smart lig

htweig
ht sch

eduler

sampling
to appro

ximate optim
al sch

eduler
s in nonde

terministic
models.

As pa
rt of t

he Modest
Tools

et, it
suppo

rts a

variety
of inp

ut form
alisms nativ

ely and via th
e Jan

i exch
ange f

ormat. A
modular

softwa
re arc

hitectu
re allo

ws its
variou

s

featur
es to b

e flexi
bly co

mbined.
We high

light i
ts cap

abiliti
es usin

g expe
riments a

cross
multi-co

re and
distrib

uted s
etups

on

three c
ase stu

dies a
nd rep

ort on
an ext

ensive
perfor

mance c
ompariso

n with
three c

urrent
statist

ical m
odel c

hecke
rs.

1 Introd
uction

Statist
ical m

odel c
heckin

g (SM
C [1,49,

81]) is
a form

al ver-

ificati
on techni

que for sto
chasti

c system
s. Usi

ng a formal

stocha
stic m

odel, s
pecifie

d as e.
g. a co

ntinuo
us-tim

eMarkov

chain
(CTM

C) or a
stocha

stic va
riant o

f Petri
nets, S

MC can
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4 Saarla
nd Un

iversit
y, Saa

rbrück
en, Ge

rmany

5 Unive
rsity o

f Waterlo
o, Waterlo

o, Can
ada

answe
r ques

tions s
uch as

“what
is the

proba
bility

of sys
tem

failure
betwe

en two inspec
tions”

or “w
hat is

the expec
ted

time to co
mplete a

given
workl

oad”.
SMC is gain

ing popu-

larity
for co

mplex a
pplica

tions w
here tr

aditio
nal ex

hausti
ve

proba
bilisti

c model c
heckin

g is lim
ited by the state space

explos
ion proble

m and by the in
ability

to efficie
ntly handle

non-M
arkovi

an formalisms or co
mplex contin

uous d
ynam-

ics. A
t its c

ore, S
MC is the

integr
ation

of cla
ssical

Monte

Carlo
simulatio

n with
formal models.

By on
ly sam

pling c
on-

crete traces
of the

model’s
behav

iour, i
ts memory usage

is

effecti
vely consta

nt in the size of the
state space,

and it is

applic
able to

any be
haviou

r that c
an effe

ctively
be sim

ulated
.

Howe
ver, it

s use
in formal ver

ificati
on faces

two key chal-

lenges
: rare

events
and no

ndeter
minism

.

The re
sult of

an SMC analys
is is a

n estima
te q̂ of som

e

actual
quanti

ty of i
nteres

t q togeth
er wit

h a sta
tement on

the

potent
ial sta

tistica
l error

. A typica
l guar

antee
is that

, with

proba
bility

δ, any
q̂ will b

e with
in ± ε of q.

To streng
then

such a
guaran

tee, i.e
. incre

ase δ or de
crease

ε, more sa
mples

(that i
s, sim

ulatio
n runs)

are ne
eded.

Compared
to exhau

s-

tive model c
heckin

g, SM
C thus trades

memory usage
for

accura
cy or

runtim
e. A partic

ular ch
alleng

e thus
lies in

rare

events
, i.e. b

ehavio
urs of

very low proba
bility.

Meaning
ful

estimates n
eed a

small rel
ative e

rror: f
or a pr

obabil
ity on

the

order
of 10

−19 , for e
xample, ε

should
reason

ably be on
the

order
of 10

−20 . In a standa
rd Monte Carlo

approa
ch, th

is

would
requir

e infea
sibly m

any si
mulatio

n runs
.
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Córd

oba,
Arge

ntina
,

{rde
masi

,ped
ro.d

arge
nio}

@unc
.edu

.ar

3
Cons

ejoNacio
nald

eInves
tigac

iones
Cient́

ıficas
yTécn
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measur
ingmaskin

gfault
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ance,
that

is,th
ekind

offau
lt-
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that
allow

ssyste
mstomaskfault

sinsuch
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that
they

cann
otbe
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vedbytheu
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Thet
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tool
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ntth
eideas

behin
dthetool
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itical

softw
are.

Itcanbe

defin
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ecapab
ilityofsy

stem
stodeal

with
unex

pecte
devent

s,wh
ichmay

beca
used

bycode
bugs,

intera
ction

with
anuncoo

perat
iveen

viron
ment,h

ardw
are

malfun
ction

s,etc
.Exa

mpleso
ffaul

t-tole
rant

syste
mscan

befound
every

wher
e:

communica
tion

proto
cols,

hardw
arec

ircuit
s,avi

onic
syste

ms,cry
ptocu

rrenc
ies,

etc.S
o,the

incre
asing

releva
nceofcri

tical
softw

areinevery
daylifehasl

edtoa

renew
edintere

stinthea
utom

aticv
erific

ation
offau

lt-tol
erant

prope
rties.

Howe
ver,

oneo
fthe

maindifficultie
swhe

nreaso
ning
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sofp

roper
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quan

titati
venatur

e,wh
ichistru
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nsinsoftw
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ca-
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ethemaxim
izerp

lays
theroleofasyste

minten
ding

tomaxi-
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enum
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f“milesto
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dytotal

rewa
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stopp
ing(i

.e.,

they
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prob
abilit
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reque
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tthe
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oppin
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rafa
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playe

r.We

prove
that

these
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i.e.,e
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seith

asimportan
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andverific
ation.

The

analog
yisapp

ealing
,theo

perati
onofasystem

under
anuncoo

perati
veenv

iron-

ment(faulty
hardw

are,m
aliciou

sagents
,unre

liable
communicat

ionchann
els,

etc.)c
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Figure 1: Abstract view of an uncertain contact plan.

the probability that the next state is B 0 conditioned to the fact
that the system is in state B and action U has been chosen.
Sometimes, MDPs are endowed with a reward function.

This is not needed in our case, since �nding the optimal
routing is a reachability problem. A reachability problem can
be characterized as follows: given a set of goal states B ✓ ( ,
we want to maximize the probability that a state in B is
reached from the initial state B0, that is, we want to calculate
Prmax

B0 (reach(B)). In our application, B is the set of states in
which a bundle has been successfully delivered. Moreover,
we are also interested to determine the decisions—namely,
the policy or scheduler—that leads to such maximizing value.
A policy is a function c : ( ! Act that de�nes the decision
to be made in a possible resolution of the non-determinism.
This problem can be solved using the following Bellman

equations [4]:
GB = 1 if B 2 B

GB = 0 if B 2 (=0

GB = max
U 2Act (B)

Õ
C 2( P(B,U, C) · GC if B 2 (\((=0 [ B)

where (=0 ✓ ( is the set of states whose maximum proba-
bility of reaching a state in B is 0. In the least solution of
this system of equations, for each state B 2 ( , variable GB
holds the maximum probability of reaching a goal state in
B from B , that is GB = Prmax

B (reach(B)). For acyclic MDP, the
solution is unique. The maximizing policy cmax is calculated
by setting

cmax
(B) = argmax

U 2Act (B)

Õ
C 2(P(B,U, C) · GC

whenever B 2 (\((=0 [ B). If B 2 (=0 [ B, cmax
(B) is not

interesting as B is already a goal state, or it cannot reach it.

2.3 Encoding Uncertain Contact Plans
To understand how we capture the behavior of a DTN with
an uncertain contact plan as an MDP, consider the example
shown in Figure 1. It contains four nodes: �, ⌫, ⇠ , and ⇡ .
The contact plan spans a window of �ve time slots, C0 to C4.
We also assume an ending time C5. The possible contacts in
each slot are depicted by an arrow labelled with the success
probability. In time slot C1, for instance, node ⇠ is in reach

[�2⌫0⇠0⇡0
| C0]

[�1⌫1⇠0⇡0
| C1] [�2⌫0⇠0⇡0

| C1] . . .

[�1⌫0⇠1⇡0
| C2] [�1⌫1⇠0⇡0

| C2]

. . . [�1⌫0⇠1⇡0
| C3] [�0⌫1⇠1⇡0

| C3] [�1⌫1⇠0⇡0
| C3]

. . .

. . . . . . . . .
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Figure 2: MDP modelling the plan of Fig. 1 (excerpt).

of node ⌫ with transmission failure probability of 0.1 (and
success probability of 0.9).
Suppose we want to transmit a bundle from � to ⇡ and,

to increase the probability of success, two copies are allowed
throughout the network. A state of the MDP consists of
the number of copies that each node holds at a given time
slot. Thus, initially, at the beginning of C0, node � has the
two copies while the others have none. This is represented
by [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2. At this point, node � can
decide among three possible options: (i) sending only one
copy to node ⌫, represented by action “� 1

�!⌫” leaving from
state [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2, (ii) sending two copies
to ⌫ (action “� 2

�!⌫”), or (iii) storing the two copies (action
“� stores”). In the �rst case, the successful transmission leads
to state [�1 ⌫1⇠0 ⇡0

| C1] where� has kept one copy and the
other has reached ⌫. Since success probability is 0.9, we have

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�1 ⌫1⇠0 ⇡0

| C1] ) = 0.9.
Failing to transmit moves us to the next time slot without
altering the number of copies in each node. Therefore

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�2 ⌫0⇠0 ⇡0

| C1] ) = 0.1.
Action� 1

�!⌫ is represented by the black transition out of
[�2 ⌫0⇠0 ⇡0

| C0] in Figure 2 where the solid line represents
the successful transmission while the dotted arrow repre-
sents the failing event. The situation is analogous for action
� 2
�!⌫ (red transition on the right), while for storing the two

bundles there is no possibility of failure, so we have
P( [�2 ⌫0⇠0 ⇡0

| C0], � stores , [�2 ⌫0⇠0 ⇡0
| C1] ) = 1.

The construction is similar for the rest of the MDP. Figure 2
depicts it partially; we indicate with “. . . ” when the MDP
needs to continue.
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the probability that the next state is B 0 conditioned to the fact
that the system is in state B and action U has been chosen.
Sometimes, MDPs are endowed with a reward function.

This is not needed in our case, since �nding the optimal
routing is a reachability problem. A reachability problem can
be characterized as follows: given a set of goal states B ✓ ( ,
we want to maximize the probability that a state in B is
reached from the initial state B0, that is, we want to calculate
Prmax

B0 (reach(B)). In our application, B is the set of states in
which a bundle has been successfully delivered. Moreover,
we are also interested to determine the decisions—namely,
the policy or scheduler—that leads to such maximizing value.
A policy is a function c : ( ! Act that de�nes the decision
to be made in a possible resolution of the non-determinism.
This problem can be solved using the following Bellman

equations [4]:
GB = 1 if B 2 B

GB = 0 if B 2 (=0

GB = max
U 2Act (B)

Õ
C 2( P(B,U, C) · GC if B 2 (\((=0 [ B)

where (=0 ✓ ( is the set of states whose maximum proba-
bility of reaching a state in B is 0. In the least solution of
this system of equations, for each state B 2 ( , variable GB
holds the maximum probability of reaching a goal state in
B from B , that is GB = Prmax

B (reach(B)). For acyclic MDP, the
solution is unique. The maximizing policy cmax is calculated
by setting

cmax
(B) = argmax

U 2Act (B)

Õ
C 2(P(B,U, C) · GC

whenever B 2 (\((=0 [ B). If B 2 (=0 [ B, cmax
(B) is not

interesting as B is already a goal state, or it cannot reach it.

2.3 Encoding Uncertain Contact Plans
To understand how we capture the behavior of a DTN with
an uncertain contact plan as an MDP, consider the example
shown in Figure 1. It contains four nodes: �, ⌫, ⇠ , and ⇡ .
The contact plan spans a window of �ve time slots, C0 to C4.
We also assume an ending time C5. The possible contacts in
each slot are depicted by an arrow labelled with the success
probability. In time slot C1, for instance, node ⇠ is in reach

[�2⌫0⇠0⇡0
| C0]

[�1⌫1⇠0⇡0
| C1] [�2⌫0⇠0⇡0

| C1] . . .

[�1⌫0⇠1⇡0
| C2] [�1⌫1⇠0⇡0
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Figure 2: MDP modelling the plan of Fig. 1 (excerpt).

of node ⌫ with transmission failure probability of 0.1 (and
success probability of 0.9).
Suppose we want to transmit a bundle from � to ⇡ and,

to increase the probability of success, two copies are allowed
throughout the network. A state of the MDP consists of
the number of copies that each node holds at a given time
slot. Thus, initially, at the beginning of C0, node � has the
two copies while the others have none. This is represented
by [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2. At this point, node � can
decide among three possible options: (i) sending only one
copy to node ⌫, represented by action “� 1

�!⌫” leaving from
state [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2, (ii) sending two copies
to ⌫ (action “� 2

�!⌫”), or (iii) storing the two copies (action
“� stores”). In the �rst case, the successful transmission leads
to state [�1 ⌫1⇠0 ⇡0

| C1] where� has kept one copy and the
other has reached ⌫. Since success probability is 0.9, we have

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�1 ⌫1⇠0 ⇡0

| C1] ) = 0.9.
Failing to transmit moves us to the next time slot without
altering the number of copies in each node. Therefore

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�2 ⌫0⇠0 ⇡0

| C1] ) = 0.1.
Action� 1

�!⌫ is represented by the black transition out of
[�2 ⌫0⇠0 ⇡0

| C0] in Figure 2 where the solid line represents
the successful transmission while the dotted arrow repre-
sents the failing event. The situation is analogous for action
� 2
�!⌫ (red transition on the right), while for storing the two

bundles there is no possibility of failure, so we have
P( [�2 ⌫0⇠0 ⇡0

| C0], � stores , [�2 ⌫0⇠0 ⇡0
| C1] ) = 1.

The construction is similar for the rest of the MDP. Figure 2
depicts it partially; we indicate with “. . . ” when the MDP
needs to continue.
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the probability that the next state is B 0 conditioned to the fact
that the system is in state B and action U has been chosen.
Sometimes, MDPs are endowed with a reward function.

This is not needed in our case, since �nding the optimal
routing is a reachability problem. A reachability problem can
be characterized as follows: given a set of goal states B ✓ ( ,
we want to maximize the probability that a state in B is
reached from the initial state B0, that is, we want to calculate
Prmax

B0 (reach(B)). In our application, B is the set of states in
which a bundle has been successfully delivered. Moreover,
we are also interested to determine the decisions—namely,
the policy or scheduler—that leads to such maximizing value.
A policy is a function c : ( ! Act that de�nes the decision
to be made in a possible resolution of the non-determinism.
This problem can be solved using the following Bellman

equations [4]:
GB = 1 if B 2 B

GB = 0 if B 2 (=0

GB = max
U 2Act (B)

Õ
C 2( P(B,U, C) · GC if B 2 (\((=0 [ B)

where (=0 ✓ ( is the set of states whose maximum proba-
bility of reaching a state in B is 0. In the least solution of
this system of equations, for each state B 2 ( , variable GB
holds the maximum probability of reaching a goal state in
B from B , that is GB = Prmax

B (reach(B)). For acyclic MDP, the
solution is unique. The maximizing policy cmax is calculated
by setting

cmax
(B) = argmax

U 2Act (B)

Õ
C 2(P(B,U, C) · GC

whenever B 2 (\((=0 [ B). If B 2 (=0 [ B, cmax
(B) is not

interesting as B is already a goal state, or it cannot reach it.

2.3 Encoding Uncertain Contact Plans
To understand how we capture the behavior of a DTN with
an uncertain contact plan as an MDP, consider the example
shown in Figure 1. It contains four nodes: �, ⌫, ⇠ , and ⇡ .
The contact plan spans a window of �ve time slots, C0 to C4.
We also assume an ending time C5. The possible contacts in
each slot are depicted by an arrow labelled with the success
probability. In time slot C1, for instance, node ⇠ is in reach

[�2⌫0⇠0⇡0
| C0]

[�1⌫1⇠0⇡0
| C1] [�2⌫0⇠0⇡0

| C1] . . .

[�1⌫0⇠1⇡0
| C2] [�1⌫1⇠0⇡0

| C2]

. . . [�1⌫0⇠1⇡0
| C3] [�0⌫1⇠1⇡0
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Figure 2: MDP modelling the plan of Fig. 1 (excerpt).

of node ⌫ with transmission failure probability of 0.1 (and
success probability of 0.9).
Suppose we want to transmit a bundle from � to ⇡ and,

to increase the probability of success, two copies are allowed
throughout the network. A state of the MDP consists of
the number of copies that each node holds at a given time
slot. Thus, initially, at the beginning of C0, node � has the
two copies while the others have none. This is represented
by [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2. At this point, node � can
decide among three possible options: (i) sending only one
copy to node ⌫, represented by action “� 1

�!⌫” leaving from
state [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2, (ii) sending two copies
to ⌫ (action “� 2

�!⌫”), or (iii) storing the two copies (action
“� stores”). In the �rst case, the successful transmission leads
to state [�1 ⌫1⇠0 ⇡0

| C1] where� has kept one copy and the
other has reached ⌫. Since success probability is 0.9, we have

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�1 ⌫1⇠0 ⇡0

| C1] ) = 0.9.
Failing to transmit moves us to the next time slot without
altering the number of copies in each node. Therefore

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�2 ⌫0⇠0 ⇡0

| C1] ) = 0.1.
Action� 1

�!⌫ is represented by the black transition out of
[�2 ⌫0⇠0 ⇡0

| C0] in Figure 2 where the solid line represents
the successful transmission while the dotted arrow repre-
sents the failing event. The situation is analogous for action
� 2
�!⌫ (red transition on the right), while for storing the two

bundles there is no possibility of failure, so we have
P( [�2 ⌫0⇠0 ⇡0

| C0], � stores , [�2 ⌫0⇠0 ⇡0
| C1] ) = 1.

The construction is similar for the rest of the MDP. Figure 2
depicts it partially; we indicate with “. . . ” when the MDP
needs to continue.
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the probability that the next state is B 0 conditioned to the fact
that the system is in state B and action U has been chosen.
Sometimes, MDPs are endowed with a reward function.

This is not needed in our case, since �nding the optimal
routing is a reachability problem. A reachability problem can
be characterized as follows: given a set of goal states B ✓ ( ,
we want to maximize the probability that a state in B is
reached from the initial state B0, that is, we want to calculate
Prmax

B0 (reach(B)). In our application, B is the set of states in
which a bundle has been successfully delivered. Moreover,
we are also interested to determine the decisions—namely,
the policy or scheduler—that leads to such maximizing value.
A policy is a function c : ( ! Act that de�nes the decision
to be made in a possible resolution of the non-determinism.
This problem can be solved using the following Bellman

equations [4]:
GB = 1 if B 2 B

GB = 0 if B 2 (=0

GB = max
U 2Act (B)

Õ
C 2( P(B,U, C) · GC if B 2 (\((=0 [ B)

where (=0 ✓ ( is the set of states whose maximum proba-
bility of reaching a state in B is 0. In the least solution of
this system of equations, for each state B 2 ( , variable GB
holds the maximum probability of reaching a goal state in
B from B , that is GB = Prmax

B (reach(B)). For acyclic MDP, the
solution is unique. The maximizing policy cmax is calculated
by setting

cmax
(B) = argmax

U 2Act (B)

Õ
C 2(P(B,U, C) · GC

whenever B 2 (\((=0 [ B). If B 2 (=0 [ B, cmax
(B) is not

interesting as B is already a goal state, or it cannot reach it.

2.3 Encoding Uncertain Contact Plans
To understand how we capture the behavior of a DTN with
an uncertain contact plan as an MDP, consider the example
shown in Figure 1. It contains four nodes: �, ⌫, ⇠ , and ⇡ .
The contact plan spans a window of �ve time slots, C0 to C4.
We also assume an ending time C5. The possible contacts in
each slot are depicted by an arrow labelled with the success
probability. In time slot C1, for instance, node ⇠ is in reach
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of node ⌫ with transmission failure probability of 0.1 (and
success probability of 0.9).
Suppose we want to transmit a bundle from � to ⇡ and,

to increase the probability of success, two copies are allowed
throughout the network. A state of the MDP consists of
the number of copies that each node holds at a given time
slot. Thus, initially, at the beginning of C0, node � has the
two copies while the others have none. This is represented
by [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2. At this point, node � can
decide among three possible options: (i) sending only one
copy to node ⌫, represented by action “� 1

�!⌫” leaving from
state [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2, (ii) sending two copies
to ⌫ (action “� 2

�!⌫”), or (iii) storing the two copies (action
“� stores”). In the �rst case, the successful transmission leads
to state [�1 ⌫1⇠0 ⇡0

| C1] where� has kept one copy and the
other has reached ⌫. Since success probability is 0.9, we have

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�1 ⌫1⇠0 ⇡0

| C1] ) = 0.9.
Failing to transmit moves us to the next time slot without
altering the number of copies in each node. Therefore

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�2 ⌫0⇠0 ⇡0

| C1] ) = 0.1.
Action� 1

�!⌫ is represented by the black transition out of
[�2 ⌫0⇠0 ⇡0

| C0] in Figure 2 where the solid line represents
the successful transmission while the dotted arrow repre-
sents the failing event. The situation is analogous for action
� 2
�!⌫ (red transition on the right), while for storing the two

bundles there is no possibility of failure, so we have
P( [�2 ⌫0⇠0 ⇡0

| C0], � stores , [�2 ⌫0⇠0 ⇡0
| C1] ) = 1.

The construction is similar for the rest of the MDP. Figure 2
depicts it partially; we indicate with “. . . ” when the MDP
needs to continue.
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the probability that the next state is B 0 conditioned to the fact
that the system is in state B and action U has been chosen.
Sometimes, MDPs are endowed with a reward function.

This is not needed in our case, since �nding the optimal
routing is a reachability problem. A reachability problem can
be characterized as follows: given a set of goal states B ✓ ( ,
we want to maximize the probability that a state in B is
reached from the initial state B0, that is, we want to calculate
Prmax

B0 (reach(B)). In our application, B is the set of states in
which a bundle has been successfully delivered. Moreover,
we are also interested to determine the decisions—namely,
the policy or scheduler—that leads to such maximizing value.
A policy is a function c : ( ! Act that de�nes the decision
to be made in a possible resolution of the non-determinism.
This problem can be solved using the following Bellman

equations [4]:
GB = 1 if B 2 B

GB = 0 if B 2 (=0

GB = max
U 2Act (B)

Õ
C 2( P(B,U, C) · GC if B 2 (\((=0 [ B)

where (=0 ✓ ( is the set of states whose maximum proba-
bility of reaching a state in B is 0. In the least solution of
this system of equations, for each state B 2 ( , variable GB
holds the maximum probability of reaching a goal state in
B from B , that is GB = Prmax

B (reach(B)). For acyclic MDP, the
solution is unique. The maximizing policy cmax is calculated
by setting

cmax
(B) = argmax

U 2Act (B)

Õ
C 2(P(B,U, C) · GC

whenever B 2 (\((=0 [ B). If B 2 (=0 [ B, cmax
(B) is not

interesting as B is already a goal state, or it cannot reach it.

2.3 Encoding Uncertain Contact Plans
To understand how we capture the behavior of a DTN with
an uncertain contact plan as an MDP, consider the example
shown in Figure 1. It contains four nodes: �, ⌫, ⇠ , and ⇡ .
The contact plan spans a window of �ve time slots, C0 to C4.
We also assume an ending time C5. The possible contacts in
each slot are depicted by an arrow labelled with the success
probability. In time slot C1, for instance, node ⇠ is in reach

[�2⌫0⇠0⇡0
| C0]

[�1⌫1⇠0⇡0
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of node ⌫ with transmission failure probability of 0.1 (and
success probability of 0.9).
Suppose we want to transmit a bundle from � to ⇡ and,

to increase the probability of success, two copies are allowed
throughout the network. A state of the MDP consists of
the number of copies that each node holds at a given time
slot. Thus, initially, at the beginning of C0, node � has the
two copies while the others have none. This is represented
by [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2. At this point, node � can
decide among three possible options: (i) sending only one
copy to node ⌫, represented by action “� 1

�!⌫” leaving from
state [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2, (ii) sending two copies
to ⌫ (action “� 2

�!⌫”), or (iii) storing the two copies (action
“� stores”). In the �rst case, the successful transmission leads
to state [�1 ⌫1⇠0 ⇡0

| C1] where� has kept one copy and the
other has reached ⌫. Since success probability is 0.9, we have

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�1 ⌫1⇠0 ⇡0

| C1] ) = 0.9.
Failing to transmit moves us to the next time slot without
altering the number of copies in each node. Therefore

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�2 ⌫0⇠0 ⇡0

| C1] ) = 0.1.
Action� 1

�!⌫ is represented by the black transition out of
[�2 ⌫0⇠0 ⇡0

| C0] in Figure 2 where the solid line represents
the successful transmission while the dotted arrow repre-
sents the failing event. The situation is analogous for action
� 2
�!⌫ (red transition on the right), while for storing the two

bundles there is no possibility of failure, so we have
P( [�2 ⌫0⇠0 ⇡0

| C0], � stores , [�2 ⌫0⇠0 ⇡0
| C1] ) = 1.

The construction is similar for the rest of the MDP. Figure 2
depicts it partially; we indicate with “. . . ” when the MDP
needs to continue.
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Fig. 2. Four VMDP modelling the nodes of the example contact plan

Definition 3. Given a VMDP M = 〈Loc, !I , A,X, xI , E〉, its semantics is the
MDP [[M ]] def= 〈Loc × Val , 〈!I , xI〉, A, T 〉 with T the smallest function satisfying

!
g,a−−→E ν ∧ v(g)

〈!, v〉 a−→T { 〈!′, v′〉 '→
∑

{u|u∈Upd∧v′={x$→v(u(x))}} ν(〈u, !′〉) | !′ ∈ Loc, v′ ∈ Val }

We must restrict to VMDP whose semantics is finite and deadlock-free.

Example 2. Figure 2 shows four VMDP N1 through N4 that model the nodes
of Fig. 1. Every node has a variable ci to track the number of message copies
it owns. We write x!e for the mapping of variable x to value or expression e.
In every slot where a node Ni can send, it has a choice between two transitions
labelled nopi (do not send) and sndi (send one copy: decrement ci, set d to 1).
In a slot Tj where Ni can receive, it always tries to do so via action rcv; this
succeeds with probability pj as given in Fig. 1. If the sender decided not to
send, then a successful receive has no effect on ci because d is zero. The parallel
composition of these four VMDP models the entire contact plan, with the nodes
synchronising on shared action rcv and exchanging data via shared variable d.

Definition 4. Given two VMDP Mi = 〈Loci, !Ii , Ai,Xi, xIi , Ei〉, i ∈ { 1, 2 }, a
finite set A of actions, and a synchronisation relation

sync ⊆ (A1 * {⊥ }) × (A2 * {⊥ }) × A,

their parallel composition is
M1 ‖sync M2

def= 〈Loc1 × Loc2, 〈!I1 , !I2〉, A,X1 ∪ X2, xI1 ∪ xI2 , E〉
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the probability that the next state is B 0 conditioned to the fact
that the system is in state B and action U has been chosen.
Sometimes, MDPs are endowed with a reward function.

This is not needed in our case, since �nding the optimal
routing is a reachability problem. A reachability problem can
be characterized as follows: given a set of goal states B ✓ ( ,
we want to maximize the probability that a state in B is
reached from the initial state B0, that is, we want to calculate
Prmax

B0 (reach(B)). In our application, B is the set of states in
which a bundle has been successfully delivered. Moreover,
we are also interested to determine the decisions—namely,
the policy or scheduler—that leads to such maximizing value.
A policy is a function c : ( ! Act that de�nes the decision
to be made in a possible resolution of the non-determinism.
This problem can be solved using the following Bellman

equations [4]:
GB = 1 if B 2 B

GB = 0 if B 2 (=0

GB = max
U 2Act (B)

Õ
C 2( P(B,U, C) · GC if B 2 (\((=0 [ B)

where (=0 ✓ ( is the set of states whose maximum proba-
bility of reaching a state in B is 0. In the least solution of
this system of equations, for each state B 2 ( , variable GB
holds the maximum probability of reaching a goal state in
B from B , that is GB = Prmax

B (reach(B)). For acyclic MDP, the
solution is unique. The maximizing policy cmax is calculated
by setting

cmax
(B) = argmax

U 2Act (B)

Õ
C 2(P(B,U, C) · GC

whenever B 2 (\((=0 [ B). If B 2 (=0 [ B, cmax
(B) is not

interesting as B is already a goal state, or it cannot reach it.

2.3 Encoding Uncertain Contact Plans
To understand how we capture the behavior of a DTN with
an uncertain contact plan as an MDP, consider the example
shown in Figure 1. It contains four nodes: �, ⌫, ⇠ , and ⇡ .
The contact plan spans a window of �ve time slots, C0 to C4.
We also assume an ending time C5. The possible contacts in
each slot are depicted by an arrow labelled with the success
probability. In time slot C1, for instance, node ⇠ is in reach

[�2⌫0⇠0⇡0
| C0]

[�1⌫1⇠0⇡0
| C1] [�2⌫0⇠0⇡0

| C1] . . .
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| C2] [�1⌫1⇠0⇡0
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. . . [�1⌫0⇠1⇡0
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of node ⌫ with transmission failure probability of 0.1 (and
success probability of 0.9).
Suppose we want to transmit a bundle from � to ⇡ and,

to increase the probability of success, two copies are allowed
throughout the network. A state of the MDP consists of
the number of copies that each node holds at a given time
slot. Thus, initially, at the beginning of C0, node � has the
two copies while the others have none. This is represented
by [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2. At this point, node � can
decide among three possible options: (i) sending only one
copy to node ⌫, represented by action “� 1

�!⌫” leaving from
state [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2, (ii) sending two copies
to ⌫ (action “� 2

�!⌫”), or (iii) storing the two copies (action
“� stores”). In the �rst case, the successful transmission leads
to state [�1 ⌫1⇠0 ⇡0

| C1] where� has kept one copy and the
other has reached ⌫. Since success probability is 0.9, we have

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�1 ⌫1⇠0 ⇡0

| C1] ) = 0.9.
Failing to transmit moves us to the next time slot without
altering the number of copies in each node. Therefore

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�2 ⌫0⇠0 ⇡0

| C1] ) = 0.1.
Action� 1

�!⌫ is represented by the black transition out of
[�2 ⌫0⇠0 ⇡0

| C0] in Figure 2 where the solid line represents
the successful transmission while the dotted arrow repre-
sents the failing event. The situation is analogous for action
� 2
�!⌫ (red transition on the right), while for storing the two

bundles there is no possibility of failure, so we have
P( [�2 ⌫0⇠0 ⇡0

| C0], � stores , [�2 ⌫0⇠0 ⇡0
| C1] ) = 1.

The construction is similar for the rest of the MDP. Figure 2
depicts it partially; we indicate with “. . . ” when the MDP
needs to continue.
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the probability that the next state is B 0 conditioned to the fact
that the system is in state B and action U has been chosen.
Sometimes, MDPs are endowed with a reward function.

This is not needed in our case, since �nding the optimal
routing is a reachability problem. A reachability problem can
be characterized as follows: given a set of goal states B ✓ ( ,
we want to maximize the probability that a state in B is
reached from the initial state B0, that is, we want to calculate
Prmax

B0 (reach(B)). In our application, B is the set of states in
which a bundle has been successfully delivered. Moreover,
we are also interested to determine the decisions—namely,
the policy or scheduler—that leads to such maximizing value.
A policy is a function c : ( ! Act that de�nes the decision
to be made in a possible resolution of the non-determinism.
This problem can be solved using the following Bellman

equations [4]:
GB = 1 if B 2 B

GB = 0 if B 2 (=0

GB = max
U 2Act (B)

Õ
C 2( P(B,U, C) · GC if B 2 (\((=0 [ B)

where (=0 ✓ ( is the set of states whose maximum proba-
bility of reaching a state in B is 0. In the least solution of
this system of equations, for each state B 2 ( , variable GB
holds the maximum probability of reaching a goal state in
B from B , that is GB = Prmax

B (reach(B)). For acyclic MDP, the
solution is unique. The maximizing policy cmax is calculated
by setting

cmax
(B) = argmax

U 2Act (B)

Õ
C 2(P(B,U, C) · GC

whenever B 2 (\((=0 [ B). If B 2 (=0 [ B, cmax
(B) is not

interesting as B is already a goal state, or it cannot reach it.

2.3 Encoding Uncertain Contact Plans
To understand how we capture the behavior of a DTN with
an uncertain contact plan as an MDP, consider the example
shown in Figure 1. It contains four nodes: �, ⌫, ⇠ , and ⇡ .
The contact plan spans a window of �ve time slots, C0 to C4.
We also assume an ending time C5. The possible contacts in
each slot are depicted by an arrow labelled with the success
probability. In time slot C1, for instance, node ⇠ is in reach

[�2⌫0⇠0⇡0
| C0]

[�1⌫1⇠0⇡0
| C1] [�2⌫0⇠0⇡0

| C1] . . .

[�1⌫0⇠1⇡0
| C2] [�1⌫1⇠0⇡0

| C2]

. . . [�1⌫0⇠1⇡0
| C3] [�0⌫1⇠1⇡0

| C3] [�1⌫1⇠0⇡0
| C3]

. . .

. . . . . . . . .

� 1
�!⌫ � 2

�!⌫

⌫ 1
�!⇠

� 1
�!⇠ ⌫ 1

�!⇠

� stores
0.9 0.1

0.90.1

⌫ stores

0.9 0.1

� stores
0.5

0.5 � stores
0.5

0.5

Figure 2: MDP modelling the plan of Fig. 1 (excerpt).

of node ⌫ with transmission failure probability of 0.1 (and
success probability of 0.9).
Suppose we want to transmit a bundle from � to ⇡ and,

to increase the probability of success, two copies are allowed
throughout the network. A state of the MDP consists of
the number of copies that each node holds at a given time
slot. Thus, initially, at the beginning of C0, node � has the
two copies while the others have none. This is represented
by [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2. At this point, node � can
decide among three possible options: (i) sending only one
copy to node ⌫, represented by action “� 1

�!⌫” leaving from
state [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2, (ii) sending two copies
to ⌫ (action “� 2

�!⌫”), or (iii) storing the two copies (action
“� stores”). In the �rst case, the successful transmission leads
to state [�1 ⌫1⇠0 ⇡0

| C1] where� has kept one copy and the
other has reached ⌫. Since success probability is 0.9, we have

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�1 ⌫1⇠0 ⇡0

| C1] ) = 0.9.
Failing to transmit moves us to the next time slot without
altering the number of copies in each node. Therefore

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�2 ⌫0⇠0 ⇡0

| C1] ) = 0.1.
Action� 1

�!⌫ is represented by the black transition out of
[�2 ⌫0⇠0 ⇡0

| C0] in Figure 2 where the solid line represents
the successful transmission while the dotted arrow repre-
sents the failing event. The situation is analogous for action
� 2
�!⌫ (red transition on the right), while for storing the two

bundles there is no possibility of failure, so we have
P( [�2 ⌫0⇠0 ⇡0

| C0], � stores , [�2 ⌫0⇠0 ⇡0
| C1] ) = 1.

The construction is similar for the rest of the MDP. Figure 2
depicts it partially; we indicate with “. . . ” when the MDP
needs to continue.
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the probability that the next state is B 0 conditioned to the fact
that the system is in state B and action U has been chosen.
Sometimes, MDPs are endowed with a reward function.

This is not needed in our case, since �nding the optimal
routing is a reachability problem. A reachability problem can
be characterized as follows: given a set of goal states B ✓ ( ,
we want to maximize the probability that a state in B is
reached from the initial state B0, that is, we want to calculate
Prmax

B0 (reach(B)). In our application, B is the set of states in
which a bundle has been successfully delivered. Moreover,
we are also interested to determine the decisions—namely,
the policy or scheduler—that leads to such maximizing value.
A policy is a function c : ( ! Act that de�nes the decision
to be made in a possible resolution of the non-determinism.
This problem can be solved using the following Bellman

equations [4]:
GB = 1 if B 2 B

GB = 0 if B 2 (=0

GB = max
U 2Act (B)

Õ
C 2( P(B,U, C) · GC if B 2 (\((=0 [ B)

where (=0 ✓ ( is the set of states whose maximum proba-
bility of reaching a state in B is 0. In the least solution of
this system of equations, for each state B 2 ( , variable GB
holds the maximum probability of reaching a goal state in
B from B , that is GB = Prmax

B (reach(B)). For acyclic MDP, the
solution is unique. The maximizing policy cmax is calculated
by setting

cmax
(B) = argmax

U 2Act (B)

Õ
C 2(P(B,U, C) · GC

whenever B 2 (\((=0 [ B). If B 2 (=0 [ B, cmax
(B) is not

interesting as B is already a goal state, or it cannot reach it.

2.3 Encoding Uncertain Contact Plans
To understand how we capture the behavior of a DTN with
an uncertain contact plan as an MDP, consider the example
shown in Figure 1. It contains four nodes: �, ⌫, ⇠ , and ⇡ .
The contact plan spans a window of �ve time slots, C0 to C4.
We also assume an ending time C5. The possible contacts in
each slot are depicted by an arrow labelled with the success
probability. In time slot C1, for instance, node ⇠ is in reach

[�2⌫0⇠0⇡0
| C0]

[�1⌫1⇠0⇡0
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of node ⌫ with transmission failure probability of 0.1 (and
success probability of 0.9).
Suppose we want to transmit a bundle from � to ⇡ and,

to increase the probability of success, two copies are allowed
throughout the network. A state of the MDP consists of
the number of copies that each node holds at a given time
slot. Thus, initially, at the beginning of C0, node � has the
two copies while the others have none. This is represented
by [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2. At this point, node � can
decide among three possible options: (i) sending only one
copy to node ⌫, represented by action “� 1

�!⌫” leaving from
state [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2, (ii) sending two copies
to ⌫ (action “� 2

�!⌫”), or (iii) storing the two copies (action
“� stores”). In the �rst case, the successful transmission leads
to state [�1 ⌫1⇠0 ⇡0

| C1] where� has kept one copy and the
other has reached ⌫. Since success probability is 0.9, we have

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�1 ⌫1⇠0 ⇡0

| C1] ) = 0.9.
Failing to transmit moves us to the next time slot without
altering the number of copies in each node. Therefore

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�2 ⌫0⇠0 ⇡0

| C1] ) = 0.1.
Action� 1

�!⌫ is represented by the black transition out of
[�2 ⌫0⇠0 ⇡0

| C0] in Figure 2 where the solid line represents
the successful transmission while the dotted arrow repre-
sents the failing event. The situation is analogous for action
� 2
�!⌫ (red transition on the right), while for storing the two

bundles there is no possibility of failure, so we have
P( [�2 ⌫0⇠0 ⇡0

| C0], � stores , [�2 ⌫0⇠0 ⇡0
| C1] ) = 1.

The construction is similar for the rest of the MDP. Figure 2
depicts it partially; we indicate with “. . . ” when the MDP
needs to continue.
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the probability that the next state is B 0 conditioned to the fact
that the system is in state B and action U has been chosen.
Sometimes, MDPs are endowed with a reward function.

This is not needed in our case, since �nding the optimal
routing is a reachability problem. A reachability problem can
be characterized as follows: given a set of goal states B ✓ ( ,
we want to maximize the probability that a state in B is
reached from the initial state B0, that is, we want to calculate
Prmax

B0 (reach(B)). In our application, B is the set of states in
which a bundle has been successfully delivered. Moreover,
we are also interested to determine the decisions—namely,
the policy or scheduler—that leads to such maximizing value.
A policy is a function c : ( ! Act that de�nes the decision
to be made in a possible resolution of the non-determinism.
This problem can be solved using the following Bellman

equations [4]:
GB = 1 if B 2 B

GB = 0 if B 2 (=0

GB = max
U 2Act (B)

Õ
C 2( P(B,U, C) · GC if B 2 (\((=0 [ B)

where (=0 ✓ ( is the set of states whose maximum proba-
bility of reaching a state in B is 0. In the least solution of
this system of equations, for each state B 2 ( , variable GB
holds the maximum probability of reaching a goal state in
B from B , that is GB = Prmax

B (reach(B)). For acyclic MDP, the
solution is unique. The maximizing policy cmax is calculated
by setting

cmax
(B) = argmax

U 2Act (B)

Õ
C 2(P(B,U, C) · GC

whenever B 2 (\((=0 [ B). If B 2 (=0 [ B, cmax
(B) is not

interesting as B is already a goal state, or it cannot reach it.

2.3 Encoding Uncertain Contact Plans
To understand how we capture the behavior of a DTN with
an uncertain contact plan as an MDP, consider the example
shown in Figure 1. It contains four nodes: �, ⌫, ⇠ , and ⇡ .
The contact plan spans a window of �ve time slots, C0 to C4.
We also assume an ending time C5. The possible contacts in
each slot are depicted by an arrow labelled with the success
probability. In time slot C1, for instance, node ⇠ is in reach

[�2⌫0⇠0⇡0
| C0]

[�1⌫1⇠0⇡0
| C1] [�2⌫0⇠0⇡0
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Figure 2: MDP modelling the plan of Fig. 1 (excerpt).

of node ⌫ with transmission failure probability of 0.1 (and
success probability of 0.9).
Suppose we want to transmit a bundle from � to ⇡ and,

to increase the probability of success, two copies are allowed
throughout the network. A state of the MDP consists of
the number of copies that each node holds at a given time
slot. Thus, initially, at the beginning of C0, node � has the
two copies while the others have none. This is represented
by [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2. At this point, node � can
decide among three possible options: (i) sending only one
copy to node ⌫, represented by action “� 1

�!⌫” leaving from
state [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2, (ii) sending two copies
to ⌫ (action “� 2

�!⌫”), or (iii) storing the two copies (action
“� stores”). In the �rst case, the successful transmission leads
to state [�1 ⌫1⇠0 ⇡0

| C1] where� has kept one copy and the
other has reached ⌫. Since success probability is 0.9, we have

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�1 ⌫1⇠0 ⇡0

| C1] ) = 0.9.
Failing to transmit moves us to the next time slot without
altering the number of copies in each node. Therefore

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�2 ⌫0⇠0 ⇡0

| C1] ) = 0.1.
Action� 1

�!⌫ is represented by the black transition out of
[�2 ⌫0⇠0 ⇡0

| C0] in Figure 2 where the solid line represents
the successful transmission while the dotted arrow repre-
sents the failing event. The situation is analogous for action
� 2
�!⌫ (red transition on the right), while for storing the two

bundles there is no possibility of failure, so we have
P( [�2 ⌫0⇠0 ⇡0

| C0], � stores , [�2 ⌫0⇠0 ⇡0
| C1] ) = 1.

The construction is similar for the rest of the MDP. Figure 2
depicts it partially; we indicate with “. . . ” when the MDP
needs to continue.
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the probability that the next state is B 0 conditioned to the fact
that the system is in state B and action U has been chosen.
Sometimes, MDPs are endowed with a reward function.

This is not needed in our case, since �nding the optimal
routing is a reachability problem. A reachability problem can
be characterized as follows: given a set of goal states B ✓ ( ,
we want to maximize the probability that a state in B is
reached from the initial state B0, that is, we want to calculate
Prmax

B0 (reach(B)). In our application, B is the set of states in
which a bundle has been successfully delivered. Moreover,
we are also interested to determine the decisions—namely,
the policy or scheduler—that leads to such maximizing value.
A policy is a function c : ( ! Act that de�nes the decision
to be made in a possible resolution of the non-determinism.
This problem can be solved using the following Bellman

equations [4]:
GB = 1 if B 2 B

GB = 0 if B 2 (=0

GB = max
U 2Act (B)

Õ
C 2( P(B,U, C) · GC if B 2 (\((=0 [ B)

where (=0 ✓ ( is the set of states whose maximum proba-
bility of reaching a state in B is 0. In the least solution of
this system of equations, for each state B 2 ( , variable GB
holds the maximum probability of reaching a goal state in
B from B , that is GB = Prmax

B (reach(B)). For acyclic MDP, the
solution is unique. The maximizing policy cmax is calculated
by setting

cmax
(B) = argmax

U 2Act (B)

Õ
C 2(P(B,U, C) · GC

whenever B 2 (\((=0 [ B). If B 2 (=0 [ B, cmax
(B) is not

interesting as B is already a goal state, or it cannot reach it.

2.3 Encoding Uncertain Contact Plans
To understand how we capture the behavior of a DTN with
an uncertain contact plan as an MDP, consider the example
shown in Figure 1. It contains four nodes: �, ⌫, ⇠ , and ⇡ .
The contact plan spans a window of �ve time slots, C0 to C4.
We also assume an ending time C5. The possible contacts in
each slot are depicted by an arrow labelled with the success
probability. In time slot C1, for instance, node ⇠ is in reach

[�2⌫0⇠0⇡0
| C0]

[�1⌫1⇠0⇡0
| C1] [�2⌫0⇠0⇡0

| C1] . . .

[�1⌫0⇠1⇡0
| C2] [�1⌫1⇠0⇡0
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of node ⌫ with transmission failure probability of 0.1 (and
success probability of 0.9).
Suppose we want to transmit a bundle from � to ⇡ and,

to increase the probability of success, two copies are allowed
throughout the network. A state of the MDP consists of
the number of copies that each node holds at a given time
slot. Thus, initially, at the beginning of C0, node � has the
two copies while the others have none. This is represented
by [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2. At this point, node � can
decide among three possible options: (i) sending only one
copy to node ⌫, represented by action “� 1

�!⌫” leaving from
state [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2, (ii) sending two copies
to ⌫ (action “� 2

�!⌫”), or (iii) storing the two copies (action
“� stores”). In the �rst case, the successful transmission leads
to state [�1 ⌫1⇠0 ⇡0

| C1] where� has kept one copy and the
other has reached ⌫. Since success probability is 0.9, we have

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�1 ⌫1⇠0 ⇡0

| C1] ) = 0.9.
Failing to transmit moves us to the next time slot without
altering the number of copies in each node. Therefore

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�2 ⌫0⇠0 ⇡0

| C1] ) = 0.1.
Action� 1

�!⌫ is represented by the black transition out of
[�2 ⌫0⇠0 ⇡0

| C0] in Figure 2 where the solid line represents
the successful transmission while the dotted arrow repre-
sents the failing event. The situation is analogous for action
� 2
�!⌫ (red transition on the right), while for storing the two

bundles there is no possibility of failure, so we have
P( [�2 ⌫0⇠0 ⇡0

| C0], � stores , [�2 ⌫0⇠0 ⇡0
| C1] ) = 1.

The construction is similar for the rest of the MDP. Figure 2
depicts it partially; we indicate with “. . . ” when the MDP
needs to continue.
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Fig. 2. Four VMDP modelling the nodes of the example contact plan

Definition 3. Given a VMDP M = 〈Loc, !I , A,X, xI , E〉, its semantics is the
MDP [[M ]] def= 〈Loc × Val , 〈!I , xI〉, A, T 〉 with T the smallest function satisfying

!
g,a−−→E ν ∧ v(g)

〈!, v〉 a−→T { 〈!′, v′〉 '→
∑

{u|u∈Upd∧v′={x$→v(u(x))}} ν(〈u, !′〉) | !′ ∈ Loc, v′ ∈ Val }

We must restrict to VMDP whose semantics is finite and deadlock-free.

Example 2. Figure 2 shows four VMDP N1 through N4 that model the nodes
of Fig. 1. Every node has a variable ci to track the number of message copies
it owns. We write x!e for the mapping of variable x to value or expression e.
In every slot where a node Ni can send, it has a choice between two transitions
labelled nopi (do not send) and sndi (send one copy: decrement ci, set d to 1).
In a slot Tj where Ni can receive, it always tries to do so via action rcv; this
succeeds with probability pj as given in Fig. 1. If the sender decided not to
send, then a successful receive has no effect on ci because d is zero. The parallel
composition of these four VMDP models the entire contact plan, with the nodes
synchronising on shared action rcv and exchanging data via shared variable d.

Definition 4. Given two VMDP Mi = 〈Loci, !Ii , Ai,Xi, xIi , Ei〉, i ∈ { 1, 2 }, a
finite set A of actions, and a synchronisation relation

sync ⊆ (A1 * {⊥ }) × (A2 * {⊥ }) × A,

their parallel composition is
M1 ‖sync M2

def= 〈Loc1 × Loc2, 〈!I1 , !I2〉, A,X1 ∪ X2, xI1 ∪ xI2 , E〉
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the probability that the next state is B 0 conditioned to the fact
that the system is in state B and action U has been chosen.
Sometimes, MDPs are endowed with a reward function.

This is not needed in our case, since �nding the optimal
routing is a reachability problem. A reachability problem can
be characterized as follows: given a set of goal states B ✓ ( ,
we want to maximize the probability that a state in B is
reached from the initial state B0, that is, we want to calculate
Prmax

B0 (reach(B)). In our application, B is the set of states in
which a bundle has been successfully delivered. Moreover,
we are also interested to determine the decisions—namely,
the policy or scheduler—that leads to such maximizing value.
A policy is a function c : ( ! Act that de�nes the decision
to be made in a possible resolution of the non-determinism.
This problem can be solved using the following Bellman

equations [4]:
GB = 1 if B 2 B

GB = 0 if B 2 (=0

GB = max
U 2Act (B)

Õ
C 2( P(B,U, C) · GC if B 2 (\((=0 [ B)

where (=0 ✓ ( is the set of states whose maximum proba-
bility of reaching a state in B is 0. In the least solution of
this system of equations, for each state B 2 ( , variable GB
holds the maximum probability of reaching a goal state in
B from B , that is GB = Prmax

B (reach(B)). For acyclic MDP, the
solution is unique. The maximizing policy cmax is calculated
by setting

cmax
(B) = argmax

U 2Act (B)

Õ
C 2(P(B,U, C) · GC

whenever B 2 (\((=0 [ B). If B 2 (=0 [ B, cmax
(B) is not

interesting as B is already a goal state, or it cannot reach it.

2.3 Encoding Uncertain Contact Plans
To understand how we capture the behavior of a DTN with
an uncertain contact plan as an MDP, consider the example
shown in Figure 1. It contains four nodes: �, ⌫, ⇠ , and ⇡ .
The contact plan spans a window of �ve time slots, C0 to C4.
We also assume an ending time C5. The possible contacts in
each slot are depicted by an arrow labelled with the success
probability. In time slot C1, for instance, node ⇠ is in reach

[�2⌫0⇠0⇡0
| C0]

[�1⌫1⇠0⇡0
| C1] [�2⌫0⇠0⇡0

| C1] . . .

[�1⌫0⇠1⇡0
| C2] [�1⌫1⇠0⇡0

| C2]

. . . [�1⌫0⇠1⇡0
| C3] [�0⌫1⇠1⇡0

| C3] [�1⌫1⇠0⇡0
| C3]
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Figure 2: MDP modelling the plan of Fig. 1 (excerpt).

of node ⌫ with transmission failure probability of 0.1 (and
success probability of 0.9).
Suppose we want to transmit a bundle from � to ⇡ and,

to increase the probability of success, two copies are allowed
throughout the network. A state of the MDP consists of
the number of copies that each node holds at a given time
slot. Thus, initially, at the beginning of C0, node � has the
two copies while the others have none. This is represented
by [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2. At this point, node � can
decide among three possible options: (i) sending only one
copy to node ⌫, represented by action “� 1

�!⌫” leaving from
state [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2, (ii) sending two copies
to ⌫ (action “� 2

�!⌫”), or (iii) storing the two copies (action
“� stores”). In the �rst case, the successful transmission leads
to state [�1 ⌫1⇠0 ⇡0

| C1] where� has kept one copy and the
other has reached ⌫. Since success probability is 0.9, we have

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�1 ⌫1⇠0 ⇡0

| C1] ) = 0.9.
Failing to transmit moves us to the next time slot without
altering the number of copies in each node. Therefore

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�2 ⌫0⇠0 ⇡0

| C1] ) = 0.1.
Action� 1

�!⌫ is represented by the black transition out of
[�2 ⌫0⇠0 ⇡0

| C0] in Figure 2 where the solid line represents
the successful transmission while the dotted arrow repre-
sents the failing event. The situation is analogous for action
� 2
�!⌫ (red transition on the right), while for storing the two

bundles there is no possibility of failure, so we have
P( [�2 ⌫0⇠0 ⇡0

| C0], � stores , [�2 ⌫0⇠0 ⇡0
| C1] ) = 1.

The construction is similar for the rest of the MDP. Figure 2
depicts it partially; we indicate with “. . . ” when the MDP
needs to continue.
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the probability that the next state is B 0 conditioned to the fact
that the system is in state B and action U has been chosen.
Sometimes, MDPs are endowed with a reward function.

This is not needed in our case, since �nding the optimal
routing is a reachability problem. A reachability problem can
be characterized as follows: given a set of goal states B ✓ ( ,
we want to maximize the probability that a state in B is
reached from the initial state B0, that is, we want to calculate
Prmax

B0 (reach(B)). In our application, B is the set of states in
which a bundle has been successfully delivered. Moreover,
we are also interested to determine the decisions—namely,
the policy or scheduler—that leads to such maximizing value.
A policy is a function c : ( ! Act that de�nes the decision
to be made in a possible resolution of the non-determinism.
This problem can be solved using the following Bellman

equations [4]:
GB = 1 if B 2 B

GB = 0 if B 2 (=0

GB = max
U 2Act (B)

Õ
C 2( P(B,U, C) · GC if B 2 (\((=0 [ B)

where (=0 ✓ ( is the set of states whose maximum proba-
bility of reaching a state in B is 0. In the least solution of
this system of equations, for each state B 2 ( , variable GB
holds the maximum probability of reaching a goal state in
B from B , that is GB = Prmax

B (reach(B)). For acyclic MDP, the
solution is unique. The maximizing policy cmax is calculated
by setting

cmax
(B) = argmax

U 2Act (B)

Õ
C 2(P(B,U, C) · GC

whenever B 2 (\((=0 [ B). If B 2 (=0 [ B, cmax
(B) is not

interesting as B is already a goal state, or it cannot reach it.

2.3 Encoding Uncertain Contact Plans
To understand how we capture the behavior of a DTN with
an uncertain contact plan as an MDP, consider the example
shown in Figure 1. It contains four nodes: �, ⌫, ⇠ , and ⇡ .
The contact plan spans a window of �ve time slots, C0 to C4.
We also assume an ending time C5. The possible contacts in
each slot are depicted by an arrow labelled with the success
probability. In time slot C1, for instance, node ⇠ is in reach
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of node ⌫ with transmission failure probability of 0.1 (and
success probability of 0.9).
Suppose we want to transmit a bundle from � to ⇡ and,

to increase the probability of success, two copies are allowed
throughout the network. A state of the MDP consists of
the number of copies that each node holds at a given time
slot. Thus, initially, at the beginning of C0, node � has the
two copies while the others have none. This is represented
by [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2. At this point, node � can
decide among three possible options: (i) sending only one
copy to node ⌫, represented by action “� 1

�!⌫” leaving from
state [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2, (ii) sending two copies
to ⌫ (action “� 2

�!⌫”), or (iii) storing the two copies (action
“� stores”). In the �rst case, the successful transmission leads
to state [�1 ⌫1⇠0 ⇡0

| C1] where� has kept one copy and the
other has reached ⌫. Since success probability is 0.9, we have

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�1 ⌫1⇠0 ⇡0

| C1] ) = 0.9.
Failing to transmit moves us to the next time slot without
altering the number of copies in each node. Therefore

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�2 ⌫0⇠0 ⇡0

| C1] ) = 0.1.
Action� 1

�!⌫ is represented by the black transition out of
[�2 ⌫0⇠0 ⇡0

| C0] in Figure 2 where the solid line represents
the successful transmission while the dotted arrow repre-
sents the failing event. The situation is analogous for action
� 2
�!⌫ (red transition on the right), while for storing the two

bundles there is no possibility of failure, so we have
P( [�2 ⌫0⇠0 ⇡0

| C0], � stores , [�2 ⌫0⇠0 ⇡0
| C1] ) = 1.

The construction is similar for the rest of the MDP. Figure 2
depicts it partially; we indicate with “. . . ” when the MDP
needs to continue.
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the probability that the next state is B 0 conditioned to the fact
that the system is in state B and action U has been chosen.
Sometimes, MDPs are endowed with a reward function.

This is not needed in our case, since �nding the optimal
routing is a reachability problem. A reachability problem can
be characterized as follows: given a set of goal states B ✓ ( ,
we want to maximize the probability that a state in B is
reached from the initial state B0, that is, we want to calculate
Prmax

B0 (reach(B)). In our application, B is the set of states in
which a bundle has been successfully delivered. Moreover,
we are also interested to determine the decisions—namely,
the policy or scheduler—that leads to such maximizing value.
A policy is a function c : ( ! Act that de�nes the decision
to be made in a possible resolution of the non-determinism.
This problem can be solved using the following Bellman

equations [4]:
GB = 1 if B 2 B

GB = 0 if B 2 (=0

GB = max
U 2Act (B)

Õ
C 2( P(B,U, C) · GC if B 2 (\((=0 [ B)

where (=0 ✓ ( is the set of states whose maximum proba-
bility of reaching a state in B is 0. In the least solution of
this system of equations, for each state B 2 ( , variable GB
holds the maximum probability of reaching a goal state in
B from B , that is GB = Prmax

B (reach(B)). For acyclic MDP, the
solution is unique. The maximizing policy cmax is calculated
by setting

cmax
(B) = argmax

U 2Act (B)

Õ
C 2(P(B,U, C) · GC

whenever B 2 (\((=0 [ B). If B 2 (=0 [ B, cmax
(B) is not

interesting as B is already a goal state, or it cannot reach it.

2.3 Encoding Uncertain Contact Plans
To understand how we capture the behavior of a DTN with
an uncertain contact plan as an MDP, consider the example
shown in Figure 1. It contains four nodes: �, ⌫, ⇠ , and ⇡ .
The contact plan spans a window of �ve time slots, C0 to C4.
We also assume an ending time C5. The possible contacts in
each slot are depicted by an arrow labelled with the success
probability. In time slot C1, for instance, node ⇠ is in reach

[�2⌫0⇠0⇡0
| C0]

[�1⌫1⇠0⇡0
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Figure 2: MDP modelling the plan of Fig. 1 (excerpt).

of node ⌫ with transmission failure probability of 0.1 (and
success probability of 0.9).
Suppose we want to transmit a bundle from � to ⇡ and,

to increase the probability of success, two copies are allowed
throughout the network. A state of the MDP consists of
the number of copies that each node holds at a given time
slot. Thus, initially, at the beginning of C0, node � has the
two copies while the others have none. This is represented
by [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2. At this point, node � can
decide among three possible options: (i) sending only one
copy to node ⌫, represented by action “� 1

�!⌫” leaving from
state [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2, (ii) sending two copies
to ⌫ (action “� 2

�!⌫”), or (iii) storing the two copies (action
“� stores”). In the �rst case, the successful transmission leads
to state [�1 ⌫1⇠0 ⇡0

| C1] where� has kept one copy and the
other has reached ⌫. Since success probability is 0.9, we have

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�1 ⌫1⇠0 ⇡0

| C1] ) = 0.9.
Failing to transmit moves us to the next time slot without
altering the number of copies in each node. Therefore

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�2 ⌫0⇠0 ⇡0

| C1] ) = 0.1.
Action� 1

�!⌫ is represented by the black transition out of
[�2 ⌫0⇠0 ⇡0

| C0] in Figure 2 where the solid line represents
the successful transmission while the dotted arrow repre-
sents the failing event. The situation is analogous for action
� 2
�!⌫ (red transition on the right), while for storing the two

bundles there is no possibility of failure, so we have
P( [�2 ⌫0⇠0 ⇡0

| C0], � stores , [�2 ⌫0⇠0 ⇡0
| C1] ) = 1.

The construction is similar for the rest of the MDP. Figure 2
depicts it partially; we indicate with “. . . ” when the MDP
needs to continue.
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solution is unique. The maximizing policy cmax is calculated
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To understand how we capture the behavior of a DTN with
an uncertain contact plan as an MDP, consider the example
shown in Figure 1. It contains four nodes: �, ⌫, ⇠ , and ⇡ .
The contact plan spans a window of �ve time slots, C0 to C4.
We also assume an ending time C5. The possible contacts in
each slot are depicted by an arrow labelled with the success
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of node ⌫ with transmission failure probability of 0.1 (and
success probability of 0.9).
Suppose we want to transmit a bundle from � to ⇡ and,

to increase the probability of success, two copies are allowed
throughout the network. A state of the MDP consists of
the number of copies that each node holds at a given time
slot. Thus, initially, at the beginning of C0, node � has the
two copies while the others have none. This is represented
by [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2. At this point, node � can
decide among three possible options: (i) sending only one
copy to node ⌫, represented by action “� 1

�!⌫” leaving from
state [�2 ⌫0⇠0 ⇡0

| C0] in Figure 2, (ii) sending two copies
to ⌫ (action “� 2

�!⌫”), or (iii) storing the two copies (action
“� stores”). In the �rst case, the successful transmission leads
to state [�1 ⌫1⇠0 ⇡0

| C1] where� has kept one copy and the
other has reached ⌫. Since success probability is 0.9, we have

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�1 ⌫1⇠0 ⇡0

| C1] ) = 0.9.
Failing to transmit moves us to the next time slot without
altering the number of copies in each node. Therefore

P( [�2 ⌫0⇠0 ⇡0
| C0], �

1
�!⌫ , [�2 ⌫0⇠0 ⇡0

| C1] ) = 0.1.
Action� 1

�!⌫ is represented by the black transition out of
[�2 ⌫0⇠0 ⇡0

| C0] in Figure 2 where the solid line represents
the successful transmission while the dotted arrow repre-
sents the failing event. The situation is analogous for action
� 2
�!⌫ (red transition on the right), while for storing the two

bundles there is no possibility of failure, so we have
P( [�2 ⌫0⇠0 ⇡0

| C0], � stores , [�2 ⌫0⇠0 ⇡0
| C1] ) = 1.

The construction is similar for the rest of the MDP. Figure 2
depicts it partially; we indicate with “. . . ” when the MDP
needs to continue.
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Figure 6: SDP, solving time, and memory for binomial networks with varying complexity (i.e., levels).

expressed, from left to right in the �gure, in terms of SDP,
solving time, and required memory.
In the binomial topologies, the CGR baseline is always

equal to RUCoPwith one copy (RUCoP-1) since the path with
the earliest delivery time is also the one with highest SDP.
On the other hand, the global view of RUCoP can be directly
implemented with a limited local view. This is because each
node can only reach two exclusive neighbors, which means
that the local information is already enough to take a globally-
optimal decision (i.e., the amount of copies to send to one of
the two next hop nodes). As a result, L-RUCoP and RUCoP
plots in Fig. 6 are presented in a single curve (solid line).
On the one hand, the SDP plots show that LSS is rather

close to RUCoP when leveraging 10000 schedulers, especially
for low level counts (with less than 0.01% di�erence). In the
worst-case scenario with 8 levels, L-LSS is only 3% below L-
RUCoP for the single and dual copy scenarios. However, due
to memory exhaustion, RUCoP (and thus L-RUCoP) fails to

deliver a valid routing schedule for 8 levels and 3 copies (its
limit highlighted by the red circle in Fig. 6). We verify that for
this case, more than 15 million actions need to be considered
in the MDP. Another observation from these plots is that the
delivery probability when using dual copies increases from
⇡0.88 to ⇡0.97 (i.e., by 10%) for 4 levels and from ⇡0.85 to
⇡0.96 (i.e., by 13%) for 8 levels. However, due to the binomial
nature of the topology, having a third copy provides limited
or no advantage.

Regarding the time and memory requirements in the bino-
mial topologies, RUCoP proves to be by far the most demand-
ing approach. In the worst case solved for 3 copies (7 levels),
RUCoP needs 28 minutes of computation time, compared
to less than 10 seconds for LSS with 1000 schedulers, or 1
minute with 10000 schedulers. This is a notable di�erence
considering the similar performance in terms of SDP.
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Figure 7: SDP for RRN for di�erent source-target nodes, contact plan duration, and scheduler sampling.
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multiple hops between satellites and ground terminals. The
scenario is propagated for 24 hours and sliced into 1440 time
slots, each of 60 seconds. Within a time slot, we consider
a contact feasible if a communication opportunity of more
than 30 seconds exists.

4.2 Analysis
The results of our evaluation present compelling evidence of
the trade-o� between the LSS and RUCoP approaches, both
in their global (LSS and RUCoP) and local versions (L-LSS
and L-RUCoP). We evaluate them in terms of the successful
delivery probability (SDP) of the computed policy, and the
computational resources used, in particular processing time
andmemory consumption. Plain single-copy CGR is used as a
baseline. We performed all our experiments on a system with
an Intel Core i5-5300U CPU (2 cores, 4 threads, 2.3-2.9 GHz)
with 12GB of memory running 64-bit Ubuntu 18.04.5. The
complete framework used in the remainder of this section is
publicly available in a GitHub repository at (URL removed
for double-blind reviewing).

4.2.1 Random Networks Analysis. The SDPs we obtained
for random networks are illustrated in Fig. 5. To facilitate
the interpretation of the outcomes, we plot the curves with
respect to the SDP delivered by CGR. Indeed, CGR is the
baseline of comparison as it assumes a perfect contact plan
that does not drift from reality. As the contact plan becomes
more uncertain, the RUCoP- and LSS-based schemes provide
increasingly better SDPs. This holds up to the point where
the failure probability is such that the topology partition
dominates (i.e., ? 5 ⇡ 0.8), a situation in which delivery of
data becomesmuchmore di�cult. Still, in these cases, RUCoP
and LSS perform noticeably better than CGR.
We ran LSS and L-LSS in two con�gurations, one sam-

pling< = 1000 and one sampling< = 10000 policies. We
indicate< as “#SS”, the number of sampled schedulers, in
our �gures. From Fig. 5, we observe that increasing< from
1000 to 10000 does not improve the SDP drastically in these
random networks. In particular, averaged along all failure
probabilities, sampling< = 10000 policies improves SDP by
⇡ 1.8%, with ⇡ 5.8% being the maximum gain registered at
? 5 = 0.7. We explain this limited improvement with the sim-
plicity of the random topologies, which are easily explored
with few schedulers.

When compared to L-RUCoP, L-LSS is, on average, 3%
and 1% worse in terms of SDP, for 1000 and 10000 policies,
respectively. The larger di�erence is observed at ? 5 ⇡ 0.7%
and 3 copies, where L-RUCoP outperforms L-LSS by 10%
and 5%, respectively. We observe that the lower the number
of copies, the smaller the di�erence between L-RUCoP and
L-LSS, with the single-copy case almost identical in SDP.
Interestingly, the single-copy case provides limited or no gain

Figure 5: SDP gain over CGR in random networks.

with respect to the CGR baseline in these simple topologies
(a similar e�ect was reported for Opportunistic CGR in [8]).

Regarding the processing and memory footprint for ran-
dom networks, all the techniques we study always complete
in less than 20 seconds, using less than 20 MB of memory.
Also, we observed that the runtime and memory values were
rather stable and independent of the failure probability. In the
following, we thus leverage the more complex binomial and
ring-road topologies for a more detailed time and memory
consumption assessment.

4.2.2 Binomial Networks Analysis. The results obtained for
binomial networks are plotted in Fig. 6. All links in the topol-
ogy were set to a failure probability of 0.1 in this case. Instead,
we vary the tree level count from 4 to 8 (i.e., 8 to 128 nodes,
and 13 to 449 paths), to evaluate the performance of RUCoP
and LSS with increasing topological complexity, and thus,
increasing routing decision making di�culty. Results are
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Figure 1: The MISSION project

In doing so, it will exploit advances in computing sciencewith respect tomodel-based quantitative analysis, especially
quantitative model checking techniques, to arrive at, implement, and empirically validate a careful development
process revolving around the idea of re-usable parametric component models that we callMOTS, Models off-the-Shelf.
The development of MOTS will be the pivotal element connecting the space industry needs with the algorithmic
models from the academic sector. MOTS will frame the ground-breaking nature of the MISSION project, into
convenient black-boxes that can be used to drive and support accurate decision making by space companies. The
corresponding COTS will be represented in MOTS in such a way that abstract properties regarding their dependable
operation, interaction and interoperability can be derived and studied. Also, the effect of the composition and
interconnection of COTS interconnection into subsystems, spacecraft and networked space-terrestrial systems
will be supported by MOTS as envisioned by the end of the project. MOTS, together with efficient technology to
establish system-level properties, can become a key to not only assessing system-level dependability, but also to
operationalising their dependable in-orbit management.
We expect MOTS-based dependability operationalisation to become a great fit in a spectrum dealing with (1)
energy- and resource-constrained satellites, (2) resilience and reliability demanding satellite systems, (3) satellite
links and networks, and all done in (4) an integrated and validated approach. If the hypothesis holds true, then the
outcomes of this project will empower the new space community with practical tools supported by proven theory
to study, analyse, design, develop, deploy, and maintain new space missions. Furthermore, this technical dimension
will be enlaced with knowledge transfer and training activities that are meant to (i) ground the MISSION research
in the needs of the industry, (ii) expose the latter to the research state-of-the-art, and (iii) harvest the findings in
new space missions and future joint activities.

The consortium The objectives of MISSION will be tackled by a strong and highly interdisciplinary consortium
composed of world-leading academic research groups and industrial partners who jointly aim to foster a shared
culture of research and innovation. The structure of the consortium is depicted in Fig. 1. The industrial partners bring
in their expertise regarding the current satellite technology, and convey with the academic partners – who contribute
their excellent scientific background on computational methods and software tools – to foster a deep exchange of
knowledge. The innovative element of a model-based framework will contribute to the development and operation
of satellite networks in the new space domain, with clear opportunities for subsequent commercial exploitation.
On the research side, European institutions with proven high-profile research on the computational side of the space
domain include prominent teams at RWTH, UT and USAAR, all of which are distinguished by ERC Grants. These
partners bring unique experience on model-based algorithmics and their application to solve space problems. In
particular, USAAR contributes proven expertise in battery modelling for LEO satellites including in-orbit validation;
RWTH has pioneered model-based dependability evaluation developed in a long-standing cooperation with ESA,
and UT provides profound expertise regarding orbital and on-ground risk management as well as model-based

Part B – Page 5 of 49



Chantadas



Chantadas abusivas

Estrategias de 
“lock in”



Chantadas famosas



Chantadas famosas



Chantadas famosas



Chantadas famosas



Chantadas famosas



Chantadas famosas



Chantadas famosas



Chantadas famosas



Chantadas famosas



Chantadas famosas



Chantadas famosas



Chantadas famosas



Chantadas famosas



Chantadas imperdonables

https://www.mintpressnews.com/214505-2/214505/

https://www.mintpressnews.com/214505-2/214505/


Software doping

❖ Es un problema ético y hasta legal. 

❖ Un software está “dopado” si… 

… el fabricante incluyó una funcionalidad oculta de manera tal que el 
comportamiento resultante favorezca intencionalmente a una parte previamente 
designada, en contra de los intereses de la sociedad o el licenciatario del software



Software doping

❖ Es un problema ético y hasta legal. 

❖ Un software está “dopado” si… 

… el fabricante incluyó una funcionalidad oculta de manera tal que el 
comportamiento resultante favorezca intencionalmente a una parte previamente 
designada, en contra de los intereses de la sociedad o el licenciatario del software

Pero …   
propusimos una solución 

técnica (formal)



Software doping

No es posible 
formalizar
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❖ Memoria: 

❖ Un programa es un transformador de memoria: 

❖ Variables: 

Entrada de interés:                          Salida de interés: 

❖ Software doping

Software doping 
definición formal

µ : Variables ! Valores

(S, µ) + µ0

i 2 Variables
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o 2 Variables
<latexit sha1_base64="m/NAWOfq8qCfccVexMHekm49Yi0=">AAADhnicbZLLbtNAFIanMZcQbilIbNhYREisIhsVlWWkbsgGQiFppDiKxuPjdtS5WDPHQGT8MmzhhXgbxk5UHLsjWfr9n+/cRhNnglsMgr9HPe/O3Xv3+w8GDx89fvJ0ePxsYXVuGMyZFtosY2pBcAVz5ChgmRmgMhZwEV+fVfGLb2As1+orbjNYS3qpeMoZRWdthi90xFWE8AOtKBbUcOoybbkZjoJxUB+/K8K9GJH9mW2Oe8so0SyXoJAJau0qDDJcF9QgZwLKQZRbyCi7ppewclJRCXZd1AuU/mvnJH6qjfsU+rXbzCiotHYrY0dKile2HavM22KrHNP364KrLEdQbNcozYWP2q9uw0+4AYZi6wRlhrtZfXZFDWXo7uygC3I3cDkYRAq+My0lVUkRzRwqoWLLoojq9mlRm2VZtlCdThU2MfdrLHbAaTVss95UdZhPObYg51TUIeb2Lm8I3i6iXZH/Yd0OZ/UaN/GsU/2jNrIxwRdMbpn0zAneXLsyupOeu0agbG6gwnZwHBfnFeneYth+eV2xeDsOnf58MppM9q+yT16SV+QNCckpmZAPZEbmhJGf5Bf5Tf54fW/svfNOd2jvaJ/znBwcb/IPMQkzGw==</latexit><latexit sha1_base64="m/NAWOfq8qCfccVexMHekm49Yi0=">AAADhnicbZLLbtNAFIanMZcQbilIbNhYREisIhsVlWWkbsgGQiFppDiKxuPjdtS5WDPHQGT8MmzhhXgbxk5UHLsjWfr9n+/cRhNnglsMgr9HPe/O3Xv3+w8GDx89fvJ0ePxsYXVuGMyZFtosY2pBcAVz5ChgmRmgMhZwEV+fVfGLb2As1+orbjNYS3qpeMoZRWdthi90xFWE8AOtKBbUcOoybbkZjoJxUB+/K8K9GJH9mW2Oe8so0SyXoJAJau0qDDJcF9QgZwLKQZRbyCi7ppewclJRCXZd1AuU/mvnJH6qjfsU+rXbzCiotHYrY0dKile2HavM22KrHNP364KrLEdQbNcozYWP2q9uw0+4AYZi6wRlhrtZfXZFDWXo7uygC3I3cDkYRAq+My0lVUkRzRwqoWLLoojq9mlRm2VZtlCdThU2MfdrLHbAaTVss95UdZhPObYg51TUIeb2Lm8I3i6iXZH/Yd0OZ/UaN/GsU/2jNrIxwRdMbpn0zAneXLsyupOeu0agbG6gwnZwHBfnFeneYth+eV2xeDsOnf58MppM9q+yT16SV+QNCckpmZAPZEbmhJGf5Bf5Tf54fW/svfNOd2jvaJ/znBwcb/IPMQkzGw==</latexit><latexit sha1_base64="m/NAWOfq8qCfccVexMHekm49Yi0=">AAADhnicbZLLbtNAFIanMZcQbilIbNhYREisIhsVlWWkbsgGQiFppDiKxuPjdtS5WDPHQGT8MmzhhXgbxk5UHLsjWfr9n+/cRhNnglsMgr9HPe/O3Xv3+w8GDx89fvJ0ePxsYXVuGMyZFtosY2pBcAVz5ChgmRmgMhZwEV+fVfGLb2As1+orbjNYS3qpeMoZRWdthi90xFWE8AOtKBbUcOoybbkZjoJxUB+/K8K9GJH9mW2Oe8so0SyXoJAJau0qDDJcF9QgZwLKQZRbyCi7ppewclJRCXZd1AuU/mvnJH6qjfsU+rXbzCiotHYrY0dKile2HavM22KrHNP364KrLEdQbNcozYWP2q9uw0+4AYZi6wRlhrtZfXZFDWXo7uygC3I3cDkYRAq+My0lVUkRzRwqoWLLoojq9mlRm2VZtlCdThU2MfdrLHbAaTVss95UdZhPObYg51TUIeb2Lm8I3i6iXZH/Yd0OZ/UaN/GsU/2jNrIxwRdMbpn0zAneXLsyupOeu0agbG6gwnZwHBfnFeneYth+eV2xeDsOnf58MppM9q+yT16SV+QNCckpmZAPZEbmhJGf5Bf5Tf54fW/svfNOd2jvaJ/znBwcb/IPMQkzGw==</latexit><latexit sha1_base64="m/NAWOfq8qCfccVexMHekm49Yi0=">AAADhnicbZLLbtNAFIanMZcQbilIbNhYREisIhsVlWWkbsgGQiFppDiKxuPjdtS5WDPHQGT8MmzhhXgbxk5UHLsjWfr9n+/cRhNnglsMgr9HPe/O3Xv3+w8GDx89fvJ0ePxsYXVuGMyZFtosY2pBcAVz5ChgmRmgMhZwEV+fVfGLb2As1+orbjNYS3qpeMoZRWdthi90xFWE8AOtKBbUcOoybbkZjoJxUB+/K8K9GJH9mW2Oe8so0SyXoJAJau0qDDJcF9QgZwLKQZRbyCi7ppewclJRCXZd1AuU/mvnJH6qjfsU+rXbzCiotHYrY0dKile2HavM22KrHNP364KrLEdQbNcozYWP2q9uw0+4AYZi6wRlhrtZfXZFDWXo7uygC3I3cDkYRAq+My0lVUkRzRwqoWLLoojq9mlRm2VZtlCdThU2MfdrLHbAaTVss95UdZhPObYg51TUIeb2Lm8I3i6iXZH/Yd0OZ/UaN/GsU/2jNrIxwRdMbpn0zAneXLsyupOeu0agbG6gwnZwHBfnFeneYth+eV2xeDsOnf58MppM9q+yT16SV+QNCckpmZAPZEbmhJGf5Bf5Tf54fW/svfNOd2jvaJ/znBwcb/IPMQkzGw==</latexit>

S no está dopado si para todas µ1, µ2, µ0
1 y µ0

2,

µ1(i) ⇡ µ2(i)

(S, µ1) + µ0
1

(S, µ2) + µ0
2

9
>=

>;
) µ0

1(o) ⇡ µ0
2(o)

<latexit sha1_base64="IYQxc64/TKNGbcROvZ/6As/tiPc=">AAAE0XicbVJNbxMxEN0tAcry1cKRi0WDmkpVlORAOVYqB3oASkM/pDiKvF4nsbr+wPaSRitLiCt/hz8DV/ghzG6WkmywtNLbN29mnscT65Rb1+n8CDduNW7fubt5L7r/4OGjx1vbT86tygxlZ1SlylzGxLKUS3bmuEvZpTaMiDhlF/HVURG/+MyM5Up+dHPNhoJMJB9zShxQo+3wLY7ZhMtccMk1mTCft19ix67djCdu6qNmv4lyXDbKDUs8ZkJPc6kQsw7vEpQoTRLlPbIcaWIIciohFjWxyEbd5v4C9CqwCxSaVxDICA9wysauXZkgxpC5z1Mflektvocw0dqoa1SWAQLjQfuAXQ+jVn+/FO3h12omIVPNFh1QXdKrS3oRZjKpumHDJ1OHPcKfMpIgfFr8ltq/TFm1pVa8QBFg8HBR6WZ4o62dTrtTHrQOuhXYCapzMtreuMKJoplg0tGUWDvodrQbgjfHacpgEJllmtArqD4AKIlgdpiX7+HRC2ASNFYGPulQyS5n5ERYOxcxKAVxU1uPFeT/YoPMjV8Ncy515piki0bjLIXHRcUWoYQbRl06B0Co4eAV0Sm8PnWwaytdHAfDK9eozEcRlmxGlRAEJohPIFuwIt3nOS4djfOS9N7XpGp8LN2yDH6NdWvC48L/cr1juaZ5n7maCJhCtSqDUfgbBa8XUVDkX1jVw7q8xk1cr1V/p4xYctB3yX+cHgHgy9cuiHWnp9CISZsZVsgW4jjOTwslrGe3vozr4LzX7gL+0Ns5PKwWdTN4FjwPWkE3OAgOgzfBSXAW0PB7+DP8Ff5u9BvzxpfG14V0I6xyngYrp/HtD5OGqEk=</latexit><latexit sha1_base64="IYQxc64/TKNGbcROvZ/6As/tiPc=">AAAE0XicbVJNbxMxEN0tAcry1cKRi0WDmkpVlORAOVYqB3oASkM/pDiKvF4nsbr+wPaSRitLiCt/hz8DV/ghzG6WkmywtNLbN29mnscT65Rb1+n8CDduNW7fubt5L7r/4OGjx1vbT86tygxlZ1SlylzGxLKUS3bmuEvZpTaMiDhlF/HVURG/+MyM5Up+dHPNhoJMJB9zShxQo+3wLY7ZhMtccMk1mTCft19ix67djCdu6qNmv4lyXDbKDUs8ZkJPc6kQsw7vEpQoTRLlPbIcaWIIciohFjWxyEbd5v4C9CqwCxSaVxDICA9wysauXZkgxpC5z1Mflektvocw0dqoa1SWAQLjQfuAXQ+jVn+/FO3h12omIVPNFh1QXdKrS3oRZjKpumHDJ1OHPcKfMpIgfFr8ltq/TFm1pVa8QBFg8HBR6WZ4o62dTrtTHrQOuhXYCapzMtreuMKJoplg0tGUWDvodrQbgjfHacpgEJllmtArqD4AKIlgdpiX7+HRC2ASNFYGPulQyS5n5ERYOxcxKAVxU1uPFeT/YoPMjV8Ncy515piki0bjLIXHRcUWoYQbRl06B0Co4eAV0Sm8PnWwaytdHAfDK9eozEcRlmxGlRAEJohPIFuwIt3nOS4djfOS9N7XpGp8LN2yDH6NdWvC48L/cr1juaZ5n7maCJhCtSqDUfgbBa8XUVDkX1jVw7q8xk1cr1V/p4xYctB3yX+cHgHgy9cuiHWnp9CISZsZVsgW4jjOTwslrGe3vozr4LzX7gL+0Ns5PKwWdTN4FjwPWkE3OAgOgzfBSXAW0PB7+DP8Ff5u9BvzxpfG14V0I6xyngYrp/HtD5OGqEk=</latexit><latexit sha1_base64="IYQxc64/TKNGbcROvZ/6As/tiPc=">AAAE0XicbVJNbxMxEN0tAcry1cKRi0WDmkpVlORAOVYqB3oASkM/pDiKvF4nsbr+wPaSRitLiCt/hz8DV/ghzG6WkmywtNLbN29mnscT65Rb1+n8CDduNW7fubt5L7r/4OGjx1vbT86tygxlZ1SlylzGxLKUS3bmuEvZpTaMiDhlF/HVURG/+MyM5Up+dHPNhoJMJB9zShxQo+3wLY7ZhMtccMk1mTCft19ix67djCdu6qNmv4lyXDbKDUs8ZkJPc6kQsw7vEpQoTRLlPbIcaWIIciohFjWxyEbd5v4C9CqwCxSaVxDICA9wysauXZkgxpC5z1Mflektvocw0dqoa1SWAQLjQfuAXQ+jVn+/FO3h12omIVPNFh1QXdKrS3oRZjKpumHDJ1OHPcKfMpIgfFr8ltq/TFm1pVa8QBFg8HBR6WZ4o62dTrtTHrQOuhXYCapzMtreuMKJoplg0tGUWDvodrQbgjfHacpgEJllmtArqD4AKIlgdpiX7+HRC2ASNFYGPulQyS5n5ERYOxcxKAVxU1uPFeT/YoPMjV8Ncy515piki0bjLIXHRcUWoYQbRl06B0Co4eAV0Sm8PnWwaytdHAfDK9eozEcRlmxGlRAEJohPIFuwIt3nOS4djfOS9N7XpGp8LN2yDH6NdWvC48L/cr1juaZ5n7maCJhCtSqDUfgbBa8XUVDkX1jVw7q8xk1cr1V/p4xYctB3yX+cHgHgy9cuiHWnp9CISZsZVsgW4jjOTwslrGe3vozr4LzX7gL+0Ns5PKwWdTN4FjwPWkE3OAgOgzfBSXAW0PB7+DP8Ff5u9BvzxpfG14V0I6xyngYrp/HtD5OGqEk=</latexit><latexit sha1_base64="IYQxc64/TKNGbcROvZ/6As/tiPc=">AAAE0XicbVJNbxMxEN0tAcry1cKRi0WDmkpVlORAOVYqB3oASkM/pDiKvF4nsbr+wPaSRitLiCt/hz8DV/ghzG6WkmywtNLbN29mnscT65Rb1+n8CDduNW7fubt5L7r/4OGjx1vbT86tygxlZ1SlylzGxLKUS3bmuEvZpTaMiDhlF/HVURG/+MyM5Up+dHPNhoJMJB9zShxQo+3wLY7ZhMtccMk1mTCft19ix67djCdu6qNmv4lyXDbKDUs8ZkJPc6kQsw7vEpQoTRLlPbIcaWIIciohFjWxyEbd5v4C9CqwCxSaVxDICA9wysauXZkgxpC5z1Mflektvocw0dqoa1SWAQLjQfuAXQ+jVn+/FO3h12omIVPNFh1QXdKrS3oRZjKpumHDJ1OHPcKfMpIgfFr8ltq/TFm1pVa8QBFg8HBR6WZ4o62dTrtTHrQOuhXYCapzMtreuMKJoplg0tGUWDvodrQbgjfHacpgEJllmtArqD4AKIlgdpiX7+HRC2ASNFYGPulQyS5n5ERYOxcxKAVxU1uPFeT/YoPMjV8Ncy515piki0bjLIXHRcUWoYQbRl06B0Co4eAV0Sm8PnWwaytdHAfDK9eozEcRlmxGlRAEJohPIFuwIt3nOS4djfOS9N7XpGp8LN2yDH6NdWvC48L/cr1juaZ5n7maCJhCtSqDUfgbBa8XUVDkX1jVw7q8xk1cr1V/p4xYctB3yX+cHgHgy9cuiHWnp9CISZsZVsgW4jjOTwslrGe3vozr4LzX7gL+0Ns5PKwWdTN4FjwPWkE3OAgOgzfBSXAW0PB7+DP8Ff5u9BvzxpfG14V0I6xyngYrp/HtD5OGqEk=</latexit>

“se parece”



❖ Memoria: 

❖ Un programa es un transformador de memoria: 

❖ Variables: 

Entrada de interés:                          Salida de interés: 

❖ Software doping

Software doping 
definición formal

µ : Variables ! Valores

(S, µ) + µ0

i 2 Variables
<latexit sha1_base64="eK+/NLNHzR6920udPoFDrh+i9ys=">AAADhnicbZLLbtNAFIanMZcQbilIbNhYREisIhsVlWWkbsgGQiFppDiKxuPjdtS5WDPHQGT8MmzhhXgbxk5UHLsjWfr9n+/cRhNnglsMgr9HPe/O3Xv3+w8GDx89fvJ0ePxsYXVuGMyZFtosY2pBcAVz5ChgmRmgMhZwEV+fVfGLb2As1+orbjNYS3qpeMoZRWdthi94xFWE8AOtKBbUcOoybbkZjoJxUB+/K8K9GJH9mW2Oe8so0SyXoJAJau0qDDJcF9QgZwLKQZRbyCi7ppewclJRCXZd1AuU/mvnJH6qjfsU+rXbzCiotHYrY0dKile2HavM22KrHNP364KrLEdQbNcozYWP2q9uw0+4AYZi6wRlhrtZfXZFDWXo7uygC3I3cDkYRAq+My0lVUkRzRwqoWLLoojq9mlRm2VZtlCdThU2MfdrLHbAaTVss95UdZhPObYg51TUIeb2Lm8I3i6iXZH/Yd0OZ/UaN/GsU/2jNrIxwRdMbpn0zAneXLsyupOeu0agbG6gwnZwHBfnFeneYth+eV2xeDsOnf58MppM9q+yT16SV+QNCckpmZAPZEbmhJGf5Bf5Tf54fW/svfNOd2jvaJ/znBwcb/IPHkkzFQ==</latexit><latexit sha1_base64="eK+/NLNHzR6920udPoFDrh+i9ys=">AAADhnicbZLLbtNAFIanMZcQbilIbNhYREisIhsVlWWkbsgGQiFppDiKxuPjdtS5WDPHQGT8MmzhhXgbxk5UHLsjWfr9n+/cRhNnglsMgr9HPe/O3Xv3+w8GDx89fvJ0ePxsYXVuGMyZFtosY2pBcAVz5ChgmRmgMhZwEV+fVfGLb2As1+orbjNYS3qpeMoZRWdthi94xFWE8AOtKBbUcOoybbkZjoJxUB+/K8K9GJH9mW2Oe8so0SyXoJAJau0qDDJcF9QgZwLKQZRbyCi7ppewclJRCXZd1AuU/mvnJH6qjfsU+rXbzCiotHYrY0dKile2HavM22KrHNP364KrLEdQbNcozYWP2q9uw0+4AYZi6wRlhrtZfXZFDWXo7uygC3I3cDkYRAq+My0lVUkRzRwqoWLLoojq9mlRm2VZtlCdThU2MfdrLHbAaTVss95UdZhPObYg51TUIeb2Lm8I3i6iXZH/Yd0OZ/UaN/GsU/2jNrIxwRdMbpn0zAneXLsyupOeu0agbG6gwnZwHBfnFeneYth+eV2xeDsOnf58MppM9q+yT16SV+QNCckpmZAPZEbmhJGf5Bf5Tf54fW/svfNOd2jvaJ/znBwcb/IPHkkzFQ==</latexit><latexit sha1_base64="eK+/NLNHzR6920udPoFDrh+i9ys=">AAADhnicbZLLbtNAFIanMZcQbilIbNhYREisIhsVlWWkbsgGQiFppDiKxuPjdtS5WDPHQGT8MmzhhXgbxk5UHLsjWfr9n+/cRhNnglsMgr9HPe/O3Xv3+w8GDx89fvJ0ePxsYXVuGMyZFtosY2pBcAVz5ChgmRmgMhZwEV+fVfGLb2As1+orbjNYS3qpeMoZRWdthi94xFWE8AOtKBbUcOoybbkZjoJxUB+/K8K9GJH9mW2Oe8so0SyXoJAJau0qDDJcF9QgZwLKQZRbyCi7ppewclJRCXZd1AuU/mvnJH6qjfsU+rXbzCiotHYrY0dKile2HavM22KrHNP364KrLEdQbNcozYWP2q9uw0+4AYZi6wRlhrtZfXZFDWXo7uygC3I3cDkYRAq+My0lVUkRzRwqoWLLoojq9mlRm2VZtlCdThU2MfdrLHbAaTVss95UdZhPObYg51TUIeb2Lm8I3i6iXZH/Yd0OZ/UaN/GsU/2jNrIxwRdMbpn0zAneXLsyupOeu0agbG6gwnZwHBfnFeneYth+eV2xeDsOnf58MppM9q+yT16SV+QNCckpmZAPZEbmhJGf5Bf5Tf54fW/svfNOd2jvaJ/znBwcb/IPHkkzFQ==</latexit><latexit sha1_base64="eK+/NLNHzR6920udPoFDrh+i9ys=">AAADhnicbZLLbtNAFIanMZcQbilIbNhYREisIhsVlWWkbsgGQiFppDiKxuPjdtS5WDPHQGT8MmzhhXgbxk5UHLsjWfr9n+/cRhNnglsMgr9HPe/O3Xv3+w8GDx89fvJ0ePxsYXVuGMyZFtosY2pBcAVz5ChgmRmgMhZwEV+fVfGLb2As1+orbjNYS3qpeMoZRWdthi94xFWE8AOtKBbUcOoybbkZjoJxUB+/K8K9GJH9mW2Oe8so0SyXoJAJau0qDDJcF9QgZwLKQZRbyCi7ppewclJRCXZd1AuU/mvnJH6qjfsU+rXbzCiotHYrY0dKile2HavM22KrHNP364KrLEdQbNcozYWP2q9uw0+4AYZi6wRlhrtZfXZFDWXo7uygC3I3cDkYRAq+My0lVUkRzRwqoWLLoojq9mlRm2VZtlCdThU2MfdrLHbAaTVss95UdZhPObYg51TUIeb2Lm8I3i6iXZH/Yd0OZ/UaN/GsU/2jNrIxwRdMbpn0zAneXLsyupOeu0agbG6gwnZwHBfnFeneYth+eV2xeDsOnf58MppM9q+yT16SV+QNCckpmZAPZEbmhJGf5Bf5Tf54fW/svfNOd2jvaJ/znBwcb/IPHkkzFQ==</latexit>

o 2 Variables
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Abstract—We are confronted with a growing number of cases

where device manufacturers equip their products with embedded

software that includes functionalities that are not in the owner’s

interest. Examples include customer lock-in strategies in inkjet

printers and as a prominent case the diesel emissions scandal

in the automotive industry. This software doping phenomenon is

turning more widespread as software is embedded in ever more

devices of daily use.

In this work we present a formal characterization which

can distinguish clean and doped reactive programs, based on

a contract that is assumed to exist between the end user of

a cyber physical device and the manufacturer of the control

software embedded therein. We further discuss our current work

on combining this characterization with the theory of model-

based testing, so as to arrive at a formal basis upon which it will

be possible to perform efficient doping tests in practice.

I. MOTIVATION

Program verification and testing are methods for software

manufacturers to check if their products satisfy certain objec-

tives. Classically, these objectives agree with those of the users

or the general interest. However, we observe a trend where

the interests of the manufacturers diverge from the general

interest, in particular in the context of embedded and cyber-

physical systems. If the software includes functionality that is

in the mere interest of the manufacturer, we call this software

being doped.

Examples of software doping include customer lock-in

strategies as found for instance in inkjet printers [1] that

refuse to work when supplied with a toner or ink cartridge

of a third party manufacturer despite technical compatibility,

and in laptops that refuse to charge if connected to a third-

party battery charger [2]. Such functionalities are clearly in the

interest of the manufacturer, because they boost demand for

original manufacturer accessories or replacement parts instead

of (compatible) third-party parts. They are not in the interest

of the user because of the often excessive pricing of OEM

parts.
The diesel emission scandal received a lot of attention and

is another example of software doping. Modern cars need to

comply to a range of environmental regulations limiting the

level of emissions for various toxic substances, greenhouse

gases, and particles. The prime approach to assure compliance

with these regulations is black-box testing carried out in a

controlled environment: Emission tests are carried out on a

chassis dynamometer where the car is fixed but tires can

rotate freely. During the test, emissions are measured at the

exhaust pipe while the vehicle is made to follow a precisely

defined profile meant to imitate real driving conditions. The

conditions of the test, including speed profile and other details

such as outside temperature, are both standardized and public,

ensuring that the testing can be carried out in a reproducible

way by an independent party, treating the car itself as a black

box.
However, the singularity of the conditions on the chassis dy-

namometer makes it possible to infer when a car is undergoing

an emission test and to intentionally adjust the car behaviour so

as to comply with emission standards, while exceeding them

during normal driving in favour of more economic resource

usage. This surreptitious alteration of functionality is at the

heart of the diesel emissions scandal. It has taken place in

millions of cars equipped with diesel engines in a broad

spectrum of vehicle models originating from various manu-

facturers. A detailled account of how this was achieved in the

case of Volkswagen and of Fiat-Chrysler has been given [3],

illustrating a variety of embedded control mechanisms with

surreptitious functionality inside the cars we drive.

Common to all these examples is that the software user has

little or no control over its execution, and that the functionality

in question is against the interests of user or of society. At the

core of this functionality are proprietary software artefacts and

for the case of the diesel scandal the manufacturers promise

to remove the undesired functionality by an update of their

proprietary software.

Many more examples of software doping exist [4] and it

is turning more widespread as software is embedded in ever

more devices of daily use. The future will thus likely see many

more facets of software doping pestering us.

II. CLEAN AND DOPED SOFTWARE

There is thus a critical research agenda gaining momentum

which focusses on means to identify, understand and even-

tually remedy the various facets of software doping. As a

pivotal step in this endeavour, we need to be able to tell apart

doped software from clean software, be it to certify regulatory

compliance in a cyberphysical environment, be it to prevent

customer lock-in or planned obsolescence by software, be it

to empower trust of device users. The problem of software

doping has been recognized in the literature [5], [4], [6], [7],

[3], and a hierarchy of simple but solid formal definitions

has lately been proposed [8]. It is based on a model of the

embedded software behaviour which in turn is derived from
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do not know precisely what the systems they own are (in)capable of doing. Most malfunctionings of such

systems are not intended by the manufacturer, but some are, which means these cannot be classi!ed as bugs

or security loopholes. The most prominent examples have become public in the diesel emissions scandal,

where millions of cars were found to be equipped with software violating the law, altogether polluting the

environment and putting human health at risk. The behaviour of the software embedded in these cars was

intended by the manufacturer, but it was not in the interest of society, a phenomenon that has been called

software doping. Due to the unavailability of a speci!cation, the analysis of doped software is signi!cantly

di"erent from that for buggy or insecure software and hence classical veri!cation and testing techniques

have to be adapted.

The work presented in this article builds on existing de!nitions of software doping and lays the theoretical

foundations for conducting software doping tests, so as to enable uncovering unethical manufacturers. The

complex nature of software doping makes it very hard to e"ectuate doping tests in practice. We explain the

main challenges and provide e#cient solutions to realise doping tests despite this complexity.
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