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The grant
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The trip
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The previous

https://scholarspace.manoa.hawaii.edu/bitstream/10125/50591/1/paper0704.pdf
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IBM S822LC, “Minsky”

• CPU 2× 10 cores, SMT{1,2,4,8}
• GPU 4× 5.3 TFLOPS
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ML Workload

AlexNet DNN, .

Autoenc variational autoencoder, feature extraction.

DeepQ deep reinforcement learning, play Stella games .

Memnet end-to-end memory network, Q&A.

Residual residual networks, .

Seq2Seq recurrent neural network, language translation.

Speech recurrent neural network, speech recognition.

VGG 19 layers convolutional network, .

https://github.com/rdadolf/fathom
https://mitpress.mit.edu/books/racing-beam
https://www.tensorflow.org/
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Performance assessment
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Power capping, AlexNet power trace
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Power capping, power trace
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Time, power, energy

Energy-to-solution

ETS =

∫ T

0
P(t)dt

Energy-delay product

EDP = ETS × T

where instantaneous power is

P ∝ V 2f
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Frequency capping, AlexNet
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Frequency capping, power trace
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Total energy decreased



The way to CARLA Platform Measurements Conclusions Backup

Half of workloads do not penalize time
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Conclusions
• Full-throttle is not the answer.
• Well known for crypto-currency miners, passwords crackers.
• ML workload is not hashcat.
• Improve --power-limit NVIDIA driver algorithm?

Will you slow down your Teslas?

Currently

Concentrate on RNN (memory-bound) and DNN (shaders-bound).

https://mlperf.org/
https://www.nvidia.com/en-us/data-center/dgx-1/
http://timdettmers.com/2018/08/21/which-gpu-for-deep-learning/
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Contributions to Fathom

9451f3ed967e1d19ad451d120f9d807bce916cee

Merge pull request #35 from nahuelseiler/master, Porting seq2seq to

tensorflow versions later than 1.x

f9811bfdcdc620f28575edfb1993bb3b1bd22d27

Merge pull request #27 from Zzzoom/tf-1.0.x, Upgrade to tensorflow 1.0.x

https://github.com/rdadolf/fathom/pull/35
https://github.com/rdadolf/fathom/pull/27
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